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ABSTRACT

Demand response (DR) is a recent effort to improve efficiency of the electricity market and the stability of the power system. A successful DR implementation relies on both appropriate policy design and enabling technology. Real-time pricing (RTP) and time of use (TOU) have been identified as two important DR policies to motivate residential customers to participate in DR programs. An efficient residential DR model should implement heterogeneous residential load forecasting, multi-criteria optimization (e.g., objectives for individual homes, utilities and aggregations of them) and intelligent distributed algorithms to evaluate the complex and large-scale power systems.

This thesis presents a multi-agent system (MAS) to evaluate optimal residential DR implementation in a distribution network, in which the main stakeholders are modeled by heterogeneous home agents (HA) and a retailer agent (RA). A heterogeneous load prediction model, a real-time electricity price model and three optimal load control models are developed to associate with the MAS. The load prediction model simulates the benchmark of individual and aggregated load profiles based on statistical information of how people use their appliances including electric vehicles (EV). Each HA has a unique load profile depending on its heterogeneous local configurations. The real-time price prediction model is defined as piecewise linear functions of power and the optimal coefficients are obtained from historical data of real-time loads and electricity prices via the norm approximation approach.

The optimal load control models are developed based on dynamic pricing of RTP and TOU. An open-loop optimal load control model under RTP (OL-LCM-RTP) is formulated into a convex programming (CP) problem to minimize electricity payment and waiting
time. A HA schedules the controllable loads based on its local information by solving the CP problem; therefore, it only requires a minimum of communication between the HA and the RA. This is greatly useful because the infrastructure for communication is still under development. In addition, the privacy of users is not sacrificed. Simulation results show that the peak-to-average power ratio (PAPR) and the standard deviation of the load profile, and electricity payments are reduced using the proposed mechanism.

A close-loop optimal load control model under RTP (CL-LCM-RTP) is developed based on the OL-LCM-RTP by further incorporating feedbacks from RA. A HA solves the CP problem to schedule the controllable loads in a round process using the global load information. The process can be quickly converged in the second round; therefore, it requires limited efforts from the communication and the coordination. It is found that this model can significantly improve the quality of the optimization based on the simulation results.

An optimal load control model under TOU (LCM-TOU) is modeled by a linear programming (LP) problem. The objective function is designed to find a trade-off among three factors: 1) the minimum electricity payment; 2) comfort levels with waiting time; and 3) to avoid peak demand rebound. We also evaluate the impacts of the participation levels of TOU programs. The simulation results show a reduced PAPR, standard deviation and the electricity payments from the HAs.

The HA, with proposed optimal control mechanisms, can be embedded into a home energy management system (EMS) to make intelligent decisions on behalf of homeowners automatically responding to DR policies. The proposed agent system can be utilized to evaluate various strategies and emerging technologies that enable DR implementation.
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</tr>
<tr>
<td>CPP</td>
<td>critical peak pricing</td>
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</tr>
<tr>
<td>EV</td>
<td>electric vehicle</td>
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CHAPTER 1
INTRODUCTION

1.1 Residential Demand Response

This section is reproduce from our publication in [1] (Copyright © 2015, IEEE) and [2] (Copyright © 2013, IEEE).

Demand response (DR) is designed to reduce peak demand in response to market price and/or power availability over time [3, 4]. It provides a variety of financial and operational benefits to electricity customers, load-serving entities and grid operators [4, 5].

Power generation is always required to match the time fluctuated load and electricity cannot be stored economically. Furthermore, the dispatch of power generation units is primarily based on generation cost. Consequently, electricity generation costs are generally proportional to the amount of the load. However, this fluctuating generation cost or the wholesale electricity price due to multiple generators is mostly hidden by retailers/utilities with a flat electricity tariff for end-users. Price-based DR programs can reveal the actual electricity prices to encourage end-users to change their consumption pattern and shift electricity demand from peak-demand-periods to off-demand-periods in order to improve energy efficiency. The U.S. Department of Energy lists three types of price-based DR options: time-of-use (TOU), real-time pricing (RTP) and critical peak pricing (CPP) [5]. Another popular dynamic tariff is inclining block rate (IBR), in which the electricity price is higher when the energy consumption exceeds a certain threshold over a period of time, e.g., stepped residential rates used by BC Hydro [6].
Besides the incentive mechanisms, a successful DR implementation also relies on DR enabling technologies since it is very difficult (if not impossible) for consumers to track dynamic pricing. In a residential sector, DR enabling technologies are available in the context of a smart home. The smart home features an energy management system (EMS) that intelligently controls household loads through an association between smart meters, smart appliances, electric vehicles (EV), small home power generation units and storage facilities, etc. [2]. FIGURE 1-1 shows the diagram of a smart home [2].

Smart meters provide important information for both utilities and customers such as home load profiles and dynamic price signals. Rooftop solar panels and small wind turbines are now widely available [6]. In addition, the market of plug-in electric vehicles (PHEV) is growing fast. On one hand, this penetration tends to overwhelm the current power systems. To meet the requirement of this eco-friendly energy consumption, the current grid, especially the distribution networks need to be upgraded. On the other hand, this provides a huge volume of battery systems to store power, with the combination of DR implementation, which can reduce the energy cost for both utilities and customers. Home power generation units, storage facilities and household appliances can be connected by a home area network (HAN). A home EMS allows customers to conveniently and intelligently manage this information. The flexible demand aspect of DR applications enables time-shift electricity consumption by bringing forward or delaying the use of appliances. For instance, the EMS monitors real-time loads and price signals, and optimizes the electricity consumption by switching on/off appliances without influencing customer’s comfort. In addition, the EMS can observe the home power generation and storage capacity, and then strategically consume or provide power as necessary or possible.
FIGURE 1-1. The diagram of a smart home

(Reprinted from our publication in [2] Copyright © 2013, IEEE)
Natural Resource Canada identifies residential energy end-use as space heating, water heating, lighting, space cooling, appliances (refrigerators, freezers, dishwashers, clothes washers, clothes dryers and ranges) and others [7]. In the context of DR application, residential loads can be generally classified as background loads and controllable loads. Background loads refer to basic electricity consumption such as lighting, which cannot be scheduled in response to DR application. By contrast, controllable loads include consumption of Heating, Ventilation and Air conditioning (HVAC), EVs, washing, drying, cooking etc. Du et al. [8] further classify controllable loads as thermostatically controlled loads and non-thermostatically controlled loads. TABLE 1-1 shows the categories of residential loads [2].
<table>
<thead>
<tr>
<th>Background loads</th>
<th>Controllable loads</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Thermostatically controlled</td>
</tr>
<tr>
<td>Lighting</td>
<td>HVACs</td>
</tr>
<tr>
<td>TV</td>
<td>Water heating</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE 1-1. Residential load category [2] (Reprinted from our publication in [2])

Copyright © 2013, IEEE)
Developing efficient DR models to evaluate the effectiveness of DR policies and enabling technology is vital to an implementation of a DR program aiming to improve energy efficiency and power system stability. There is a trend that the smart grid moves towards a distributed system with a large number of heterogeneous components [9]. An efficient residential DR model should implement heterogeneous residential load forecasting, multi-criteria optimization (e.g., objectives for individual homes, utilities and aggregations of them) and intelligent distributed algorithms to evaluate the complex and large-scale power systems.

1.2 Proposed Models and Methods

In this study, we consider RTP and TOU as the DR policies. RTP reveals wholesale electricity prices and provides the most precise way among others to schedule household load. TOU varies prices in different periods, which can be seen as a trade-off between the RTP and the easiness for tracking the dynamic prices. We propose a multi-agent system (MAS) for modeling the optimal residential DR implementation. A general wholesale electricity market scenario is modeled by the MAS, in which each component is captured by a corresponding agent: a wholesale market agent (WMA), a retailer agent (RA), a home agent (HA) and a generator agent (GA). The agents are connected by a local area network (LAN) or the Internet. Although all the agents are defined, we only focus on the power and information flow in the distribution network from a retailer/utility to end-users/homes.

A heterogeneous residential load prediction model, a price prediction model and three optimal load control models under RTP and TOU are developed, which are incorporated to the MAS. The residential load prediction model is developed based on statistical information of how people use their appliances including Vacuum, Range, Oven,
Microwave, Kettle, TV, Iron, Refrigerator, CD Player, Clock, Answering machine, Wi-Fi, PC, Printer, Light, Clothes washer/dryer, Dish washer and EV. Two EV charging models are also developed for EV electricity loads with different batteries: Lithium-Ion battery and Lead-Acid battery. The residential load prediction model captures the heterogeneous information of different homes, of which the aggregation load provides a benchmark for the optimal load control models.

The real-time price prediction model is defined as piecewise linear functions of power and the optimal coefficients are obtained from historical data of real-time loads and electricity prices via the norm approximation approach. Since the RTP is defined as piecewise linear functions with respect to load (power), the electricity payment ($\sum t \times price \times load$) is a piecewise quadratic function, which is a convex function.

Under RTP, an open-loop optimal load control model (OL-LCM-RTP) and a closed-loop optimal load control model (CL-LCM-RTP) is proposed respectively. Both models are formulated as convex programming (CP) problems. The objective function minimizes the electricity payment and waiting time to find a trade-off. Using the OL-LCM-RTP, the HA schedules the controllable loads based on its local information by solving the CP problem. The CL-LCM-RTP is developed based on the OL-LCM-RTP by further incorporating feedback from the RA. The HA solves the CP problem to schedule the controllable loads in a round process using the global load information.

Experiments and numerical analysis are conducted in five scenarios under RTP. The scenario #1 simulates the benchmark without load control. A day-ahead RTP is evaluated in the scenario #2 using the OL-LCM-RTP. Since the day-ahead RTP is predetermined as a sequence price signal with respect to time. The objective function becomes linear; hence,
the model is simplified to a LP problem. The simulation results show that the day-ahead RTP can cause peak demand rebound in the lowest price time. In the scenario #3 and #4, the OL-LCM-RTP with RTP prediction is evaluated. In the scenario #3, a “dissatisfaction factor” which represents the discomfort level of users to schedule a controllable load is defined and assumed to be zero. Each HA schedules its controllable loads based its local information. The simulation results shows that the PAPR, the standard deviation and the electricity payment is reduced by 33.6%, 54.8% and 17.4% respectively. The scenario #4 further focuses on evaluating the dissatisfaction factor. Simulation results show that the electricity payment is inversely proportional to the waiting time.

The scenario #5 examines the CL-LCM-RTP, in which the HA receives feedback from the RA regarding on the load usage of the other HAs. The HAs schedule their controllable loads in a random order in a round process. The HAs have an opportunity to reschedule the controllable loads in a later round. Simulation results show that the process can be quickly converged in the second round. The PAPR, the standard deviation and the electricity payment is reduced by 39.2%, 72.7% and 19.6% respectively.

The open-loop optimal load control under TOU (LCM-TOU) is modeled by a linear programming (LP) problem. A set of random weights is introduced as a penalty function to avoid peak demand rebound. The objective function is designed to find a trade-off among three factors: 1) the minimum electricity payment; 2) comfort levels with waiting time; and 3) to avoid peak demand rebound. Experiments and numerical analysis are conducted in three scenarios under TOU. The scenario #6 simulates the reference of “without load control”. Similar to the scenario #2, the LCM-TOU “without the set of
random weights” can cause a peak demand rebound at the start time of the lowest price period in the scenario #7.

The scenario #8 evaluates the LCM-TOU with a set of random weights. In addition, the impact of the participation levels of the TOU programs is examined as well. The simulation results show a reduced PAPR (by 15.5%), the standard deviation (36.6%), and the electricity payments from the HAs (by 15.4%) for a 100% participation level. However, the cost for the RA to buy the electricity energy is greater than the electricity payments collected from the HAs by $1.49. The participation levels in the range from 50% to 80% appear suitable since the quality of the observation are improved while the electricity payments from the HAs and the cost for the RA can be balanced in this range. The PAPR and standard deviation are approximately reduced by 14% and 39% respectively.

1.3 Motivations and Objectives

The existing power grid is mostly a water-fall system from power generation, to transmission system, to substation networks, and eventually delivery to the customers, where the power plants have limited real-time information about their end-users. Therefore, the grid has to maintain maximum expected peak demand capacity across the aggregated load since electricity cannot be economically stored. As this peak demand occurs infrequently, the grid is inherently inefficient. For instance, 20% of power generation capacity exists to maintain peak demand which is used in only 5% of the time [10]. Since there is a significant issue with legacy components of the electricity grid and the gap between increasing power demand and lagging investment, there has been deterioration in the system reliability.
New technologies such as EV/PHEVs and renewable resources (wind turbines and solar panels) will further deteriorate the stability and reliability of the current power system. The reason is because EV/PHEVs charging represents a significant electricity load and uncontrolled charging demand will create a much higher peak demand. The mandatory Renewables Portfolio Standards (RPS) requires increasing energy production from renewable energy sources and some states in the US have more ambitious goals, e.g., California requires 33% renewable energy by 2020 [11]. One of the challenges to integrate renewable sources is that they are not dispatchable, i.e., we cannot schedule or guarantee renewable sources in advance. Consequently, renewable penetration increases the requirements for regulation. A New England wind integration study shows that 20% of wind power penetration increases the regulation requirement from 80 MW (without wind) to 315 MW, and increases the reserve requirement from 2,250 MW (without wind) to 2,758 MW [12]. Regulation and reserve is required to maintain the stability of the power system; however, standby of this huge power generation capacity is a not economic and environmentally friendly. A possible solution is to integrate less expensive methods such as DR, EV charging/discharging and energy storage facilities to compensate for intermittent renewable sources. All these factors forces the evolution of the power system towards to a new system called the smart grid. DR is an essential component of the smart grid and an efficient design of DR plays key roles for the smart grid deployment.

The primary purpose of this research is to evaluate the two key components of a DR program, namely DR policies and enabling technologies. The second purposed is to develop optimal distributed load control mechanisms for scheduling heterogeneous
household electricity usage to improve the energy efficiency and the stability of the power system.

1.4 Contributions

We list the contributions of this study as follows.

1. We propose a MAS to evaluate benefits from DR for heterogeneous multiple HAs associated with a residential load prediction model. This model forecasts the baseline for household electricity usage including EV, which is based on statistical probability information of how people use their appliances.

2. We develop optimal load control models (OL-LCM-RTP, CL-LCM-RTP and LCM-TOU) for HAs to schedule electricity usage to observe both the individual benefit for a HA and the aggregated benefits for a RA from DR. Furthermore, the benefits of DR are emphasized from comparing with the predicted reference.

3. The proposed open-loop optimal load control mechanisms (OL-LCM-RTP and LCM-TOU) do not require coordination between HAs; therefore, they only requires a minimum of communication between the utility/retailer and multiple homes. This is greatly useful because the infrastructure for communication is still under development. Since HAs minimize electricity payments locally due to the proposed price prediction model, the privacy of users is not sacrificed.

4. The proposed closed loop control approach (CL-LCM-RTP) can significantly reduce electricity payment/cost and improve the energy efficiency. The process can be quickly converged; therefore, it only requires limited efforts in terms of communication and the coordination.
Since the residential load prediction model is based on statistical information, with tailoring the probabilities of using appliances to a specific area/city, the proposed MAS can be a test bed to evaluate various DR policies and enabling technologies.

1.5 **Thesis Organization**

This thesis is organized as follows: CHAPTER 2 is a literature review of residential load prediction models, electricity dynamic pricing, optimization models for residential DR, software techniques and their application for modeling residential DR. CHAPTER 3 proposes the design of the MAS in our study. The proposed residential load prediction model is discussed in CHAPTER 4. CHAPTER 5 presents the novel optimal load control models (OL-LCM-RTP and CL-LCM-RTP) and a numerical analysis under RTP. Following that, CHAPTER 6 discusses the LCM-TOU and numerical analysis. CHAPTER 7 concludes the thesis research with future extensions.
CHAPTER 2
LITERATURE REVIEW

Parts of this chapter are reproduced from our publications in [1] (Copyright © 2015, IEEE) and [2] (Copyright © 2013, IEEE).

2.1 Residential Load Prediction Models

An effective real-time load forecasting model is crucial for a utility to adjust its generation and to provide a baseline for evaluating DR. Previous reviews of residential electricity load prediction models identify two main types of simulation models: top-down and bottom-up [13, 14]. Top-down methods model household electricity consumption as a whole with regard to its general characteristics such as gross domestic product and unemployment rate [15]. By contrast, in the bottom-up methods, load profiles are gained from aggregation of electric consumption of various residential appliances or a variety of households.

From the bottom-up models, we identify various DR-enabled models that feature time-related end-use operations. Relying on detail household information and appliance characteristics, these DR-enabled models are constructed in four steps in general as follows.

1. Characterizing end-user’s appliances (e.g., space heating, water heating, and laundry machines) or human activity patterns of using these appliances from existing data;
2. Generating the individual load profiles of these appliances;
3. Aggregating these individual load profiles from a single or multiple residential sector in a period from one day to several years;
4. Validating the model by comparing the simulation results with measured data.
A physical-based DR-enabled aggregating residential load is presented by Shao et al. [16]. Individual controllable load models are also studied e.g., air conditioning [17] and water heaters [18].

The study in [19] proposes a bottom-up approach of constructing detailed Canadian household electrical demand profiles to examine the issues of system performance, efficiency and emission reduction. The inputs of this model include a detailed appliance set, annual consumption targets and occupancy patterns. This study creates occupant driven electrical loads (lighting and appliances) at a 5-min time resolution.

Loads of lighting, appliances (refrigerators, freezers, dishwashers, clothes washers, clothes dryers and ranges) and others are created individually and then cumulated to simulate the electrical load for Canadian houses. The electrical power of the dishwasher, washer, range and dryer is calculated as follows.

\[
\text{Average appliance electrical power} = \frac{\text{annual consumption}}{\text{cycle duration} \times \text{cycles per year}} \quad (2-1)
\]

where \(\text{annual consumption}\) data are from electricity use for appliances and lighting for the average Canadian household [20]. \(\text{Cycle duration}\) consults data from the Canadian Centre for Housing Technology (CCHT) twin house research facility. \(\text{Cycle per year}\) comes from standard appliance test methods of the Canadian Standards Association (CAN/CSA-C373-92, CAN/CSA-C361-92 and CAN/CSA-C360-98). The load profiles of the refrigerator, freezer and lighting are modelled based on measured refrigerator data from the CCHT. A single 105-min defrost cycle is also associated to the refrigerator and freezer. Information for “other” appliances is observed from a series of buyer’s guides published
by Natural Resources Canada [21]. The time-of-use probability profiles of ranges, dishwashers, washers, lighting and other appliances are derived from [22]. The authors simulate three annual load profiles for three predefined target Canadian households: low, medium and high energy detached. These profiles are validated from a successful application in the simulation of a Stirling engine residential cogeneration system, and a consistent comparison with measured profiles from Quebec homes.

A higher resolution of 1-min synthetic electricity demand load model is presented in [23] to simulate data on occupant behaviour, presence and energy use. This model generates synthetic householder activity sequences and electricity demand profiles. Non-homogeneous Markov chains are used to model spread of electricity-dependent activities including away, sleeping, cooking, dishwashing, clothes washing, TV watching, computer using, audio listening, and other activities. These activities are then translated into power consumption using different schemes/methods based on appliance characteristics. The model parameters are estimated and validated using existing data (e.g., pilot survey of time use by Statistics Sweden). The proposed model reproduces all important features in measured demand data such as end-use composition, demand variation over different time scales in individual households, diversity among households and demand coincidence.

Rather than constructing a Markov-chain-based occupant activity simulation, another higher resolution of 1-min synthetic electricity demand load model is presented using static activity profiles [24]. In this model, not only time-of-use of appliances but also householders’ activities (i.e. when people are at home and awake) are incorporated. Statistics are used to design a mean total annual energy demand and power use characteristics of appliances. Occupancy activities are represented as activity profiles using
data derived from the UK 2000 Time Use Survey, which is a comprehensive survey of how people spend their time in the UK. These activity profiles show how people use appliances (e.g., people tend to do cooking activities around meal times). These activity profiles are then linked to each appliance. In this way, appliances are used at appropriate times without the knowledge of detailed appliance usage statistics. The electric load curve is observed from aggregation of the appliance consumption. This model is validated from comparing between simulation results and measurement over the period of a year within 22 dwellings in the East Midlands, UK. In addition, an example of the model is freely downloadable enabling further incorporation into other models with appropriate modification.

Since the DR application is designed to change customers’ consumption patterns such as using renewable energy and shifting peak demand by switching off/on appliances in response to dynamic prices, these bottom-up DR-enabled models are suitable in DR simulation and modeling.

2.2 Dynamic Pricing

There are two main policies to motivate customers to participate in DR programs, namely price-based DR and incentive-based DR, in which, the former one is more suitable for residential customers [25, 26]. In this section, we review some main dynamic pricing mechanism including inclining block rate (IBR), TOU and RTP.

IBR is define as a function of energy. For instance, BC Hydro uses IBR shown in FIGURE 2-1 [6]. The electricity prices vary between 7.52 $$/kWh and 11.27 $$/kWh based on energy consumption. If the amount of consumption in an average two-month billing period is below 1,350 kWh, customers pay the first step price (7.52 $$/kWh); otherwise the price is 11.27 $$/kWh in the second step (effective April 1, 2014). FIGURE 2-2 shows the electricity
payment with energy consumption. The solid blue lines show the payment linearly increases with amount of energy consumption. The slope of the first segment is the step 1 price 7.52 ¢/kWh. Once the energy exceeds the threshold, the slope becomes the step 2 price 11.27 ¢/kWh. For the purpose of optimization, these piecewise linear functions can be smoothed by a quadratic function shown by the red dash line [27].
FIGURE 2-1 IBR used by BC Hydro [6]

FIGURE 2-2 Electricity payment with energy consumption [27]

(Reprinted from our publication in [1] Copyright © 2015, IEEE)
In TOU pricing, the electricity price is flat but different in periods. The principle is also that the generation cost is more expensive to supply higher demand. For example, the Ontario Energy Board applies TOU to customers, in which electricity price is 7.7 ¢/kWh, 11.4 ¢/kWh and 14 ¢/kWh in off-peak, mid-peak and on-peak demand period respectively (effective November 1, 2014) shown in FIGURE 2-3 [28]. The demand periods also vary among seasons, weekends and holidays. For instance, in weekdays of summers, the off-peak period is from 7pm to 6am of next day and the mid-peak period is from 11am to 4pm. The rest hours are considered as the on-peak period. Under TOU, customers pay more for electricity in peak demand periods.

TOU is predetermined by identifying the off-peak, mid-peak and on-peak demand periods from historical data and usually vary among seasons. This predetermined price structure reveals the generation cost to some extent but not in a precise manner. Also, the predetermined and preannounced electricity can cause peak demand rebound from the synchronized scheduling of multiple users. However, an appropriate design of automated DR mechanism responding to TOU can alleviate this problem [29, 30].
FIGURE 2-3. TOU used by Ontario Energy Board [28]
RTP applies hourly price to the customers. FIGURE 2-4 shows the electricity load and the locational margin prices (LMP) in the region of American Electric Power (AEP) in a typical day (17/12/2014) from PJM [31]. The blue solid line shows the real time load and the green dash line shows actual LMP. We can clearly see the pattern that the price is proportional to the load.

RTP can precisely reveal the generation cost to the end-users and also require a high level of participation from them. Although RTP has been adopted for large industrial and commercial customers [26, 32], it is still not available for residential customers because of the lack of communication facilities and automated-response mechanism for end-users. Also, the residential users tend to rebel the potential risks from the hourly fluctuated price structure. A day-ahead announced RTP could be alternative and a test in Ontario, Canada has shown a successful application of this scheme [33].
FIGURE 2-4 RTP and electricity load in the region of AEP on the day of 17/12/2014 [31]
2.3 Optimization Models for Demand Response

A variety of researchers have modelled residential DR as optimization problems under RTP and TOU. The main purpose of these studies is to develop optimization mechanisms for minimizing residential customers’ electricity payment \[27, 34-38\] or maximizing their utilities/welfare in order to achieve generally uniform electricity load profile with a reduced PAPR \[39-41\]. A comprehensive view of optimization algorithms for DR application can be found in \[26\]. In general, the optimization model is as follows.

\[
\text{minimize} \quad \sum_{t} p(\cdot) l + \text{penalty function}
\]

\[\text{subject to: a set of constraints}\]

where \(p(\cdot)\) is the electricity price as a function of time, load or both of them. \(l\) is the electricity load as a function of time. The first term in the objective function is the electricity bill/payment. The penalty function is usually defined as the waiting time, uncomfortable levels or both. The set of constraints are derived from physical properties of the system, e.g., rated power of an appliance, a certain amounts of energy consumption, power capacity, etc.

In \[27\], a single home optimal residential DR is formulated to a LP problem to minimize electricity payment and waiting time under RTP. The RTP in the study is defined as a function of both load and time primarily based on IBR or predicted prices separately. The first term (see equation 2-1) is a piecewise linear function. A price predictor filter is also proposed to forecast the price in the schedule horizon. The coefficients of the predictor filter is obtained from historical data. The price prediction is separated from the optimization model; therefore, if the price is predicted, the first term in equation 2-1 is a
sum of load with weighted coefficients. The penalty function is also defined as a linear function of electricity load. Hence, the objective function is a linear function. In addition, all the constraints are affine functions. As a consequence, the optimization model is formulated as a LP problem. DR applied for a single house is evaluated in a period of four months. A reduced PAPR is observed.

DR implementation considering a single home operating different appliances is modelled using a CP problem to minimize electricity payment in [34] for an automatic response to RTP. This study also introduces $l_1$-norm regularization to deal with binary decision variables for appliances operated in an on/off mode. More exactly, these binary on/off variables $x \in [0,1]$ are first relaxed to continuous values, e.g., $0 \leq x \leq 1$. The $l_1$-norm regularization is then incorporated into the first term of the objective function (see Equation 2-1). The $l_1$-norm regularization can be used to determine a sparse solution, i.e., has the most zeros in the solution for decision variables [42]; and hence, the most ones in the solution in this case. Therefore, this can be considered as a combination of an optimization method and a heuristic algorithm. By doing this, the problem can be solve significantly more efficiently than solving a mixed integer nonlinear program (MINLP) problem.

A optimization model is also proposed in a scenario of multiple houses to maximize users’ utilities in [41]. The study shows that the maximization of individual household net benefits and the maximization of the welfare of the society can converge. In other words, using the proposed model, each household selfishly maximize its own benefits based on time-varying electricity prices while eventually the social welfare is also maximized. A distributed algorithm is proposed for the utility to determine this time-varying electricity
prices for the customers to compute the load schedule. The simulation results show that the set of time-varying prices exists to converge the maximization of individual benefits and the optimality of the social welfare.

Several studies have indicated that the synchronized automated response to the dynamic pricing can cause peak demand rebound at low price periods [43-45]. A coordinated DR scheme with a distributed algorithm is proposed in [43, 44] to avoid this new peak demand. A multi-stage stochastic optimization problem is formulated for a coordinated home EMS framework in [43]. The customers schedule the load based on the local information and also exchanged information with their neighbours.

To tackle the problem of peak demand rebound and also to achieve a more flattened load profile with minimum individual cost of customers, a bi-level optimization problem is designed in [44]. The upper level is aim to achieve a smooth and flattened load profile while the lower level minimizes the customer’s expense. To reduce the complexity, this bi-level problem is reformulated into equivalent single-level problems, which is solved via a distributed algorithm. An EMS module solves the problem iteratively, in which the EMS module schedules the load with announced electricity prices and updates the load profile to the utility. The utility forecasts the aggregated total load profile and the EMS module asynchronously reschedules the load till the most flattened distributed load profile is obtained, where the least energy expense is also achieved. This iteration terminates when the quality of the load profile cannot be further improved. The study provides a proof of the convergence and optimality of the proposed algorithm.

The study in [45] proposes a multi-TOU and a multi-CPP to cope with this problem of peak-demand rebound, in which different groups of users see different structures of TOU
and CPP. Each home minimizes its cost individually based on the price signal from a utility. This distributed scheme also results in meeting system-wide objectives, such as reduced peak demand and generation cost. The baseline of the load profile is predicted by a bottom-up model. An optimization problem is then developed to schedule the controllable appliances, which is solved by a dynamic programming method.

The study in [46] proposes a decision-support system for residential customers to minimize the electricity expense based on TOU pricing. The system aggregates the predicted household load in a neighborhood and informs the utility. The utility uses this forecasted load to design the TOU structure and sends the prices to the customers. The customers then utilize the TOU from the utility to schedule the load to minimize the expense in a comfort zone. Through this interaction, the utility will be able to understand the consumption pattern of the customers in order to design an appropriate TOU.

The optimal load schedule based TOU is formulated as a MINLP problem in [47]. The objective is to maximize the net benefits for the residential customers under some budget limit. The MINLP is solved via Benders decomposition method to reduce the complexity. The proposed system incorporate five categories of appliances: “1) set of elastic appliances with a memoryless property; 2) set of elastic appliances with a full memory property; 3) set of elastic appliances with a partial memory property; 4) set of inelastic appliances with an interruptible operation; and 5) set of inelastic appliances with an uninterruptible operation.” The weighted subtraction between utility of appliances with elastic energy consumption and energy cost is design as the objective function to maximize.

The study in [48] proposes a stochastic technique based on quadratic programming with quadratic constraints to cope with the uncertain price-elasticities of the demand. A
A decision tree approach is developed to qualify the impacts of TOU on PHEV charging patterns [49]. Several TOU structures are evaluated in terms of the total PHEV fuelling costs.

Game theory as a mathematical model of interaction, competition and cooperation among self-interested agents [50] is widely applied to study DR. The study in [51] presents a two-stage (Stackelberg game in the first stage) two-level model for a smart grid retailer as an intermediary agent considering both DR for consumers and market price uncertainty. The model is reformulated to a MINLP. The dynamic prices in [52] for a DR application are determined by a game, in which a retailer agent and a customer agent are players. The retailer agent minimizes the electricity payment using a LP model while the customer agent maximizes its daily savings. Although the game theory applications for DR in [53, 54] do not use agent systems, the players in the games can be naturally modelled by autonomous agents.

In addition to the optimality of electricity expense or social welfare, the study in [55] also evaluates the fairness. This study focuses on developing electricity pricing mechanisms to achieve both optimality and fairness. A centralized optimization model is developed as a reference, in which the optimality is proved. Furthermore, to achieve fairness, the customers should be charged based on their contributions in two scenarios of staying or leaving the grid. Based on this, a billing function $B_n$ is proposed and proved to be fair. Using this billing function, an autonomous DR game is developed and each player minimizes its electricity payment as follows.

$$\text{minimize } \sum_{n=1}^{H} B_n (x_n; x_{-n})$$

(2-2)
where $x_n$ is the load profile of player $n$ and $x_{-n}$ is the load profiles of the other players. $h$ is the time in hour and $H$ is the schedule horizon. This mechanism incorporates hourly load profile of each player; therefore it considers both the total load and the individual load flexibility.

A game-theoretic based model shows an improved market efficiency through applying TOU [54]. This study models the cost as the load profile variation and the satisfaction level with schedule the controllable load, based on which the utility function is defined. Nash equilibrium can be achieved via backward induction for single-type-users and multiple-type-users. Both the utility and customers can benefit from the scheduled demand at Nash equilibrium.

**2.4 Software Agents**

The concept of an agent can be traced back to the early days of research into the field of distributed artificial intelligence (DAI) in the 1970s, which include Carl Hewitt’s concurrent actor model [56]. In this model, Hewitt proposed a term of “actor”, which proposes the concept of a self-contained, interactive and concurrently-executing software object. An actor has an encapsulated internal state, a mail address and behaviour, and can also communicate with other actors by messaging [57].

It is very difficult to precisely define an agent. Even within the software affiliation, the word “agent” is really an umbrella term for a variety of research and development [56]. The response to this lack of definition is that some agent researchers have invented many synonyms such as softbots (software robot), personal agents and autonomous agents [56]. Nonetheless, we try to propose one definition here to make an agent clear to the audience. “An agent is referred to a component of software and/or hardware which is capable of
acting exactly in order to accomplish tasks on behalf of its user [56].” Additionally, commonly acceptable concepts of software agents are listed as follows [56, 58, 59]:

- **Autonomy**: Agents operate without the direct intervention of humans or others, and have some kind of control over their actions and internal state [60].

- **Social Ability/Cooperation**: Agents interact with other agents (and possibly humans) via some kind of agent-communication language [61].

- **Reactivity/Proactivity**: Agents perceive and respond to their environment in a timely fashion to adapt their behaviour accordingly. The environment may be the physical world, a user via a graphical user interface, a collection of other agents, the Internet, or perhaps even all of these combined.

Software agents are difficult to define, as demonstrated, and similarly complicated to categorize. According to the overview work of Nwana [56], there are numerous ways to classify existing software agents.

Firstly, agents can be classified by their mobility: for instance, the ability of moving around a network. Agents can be categorized into the classes of either static or mobile agents. Secondly, they may be classified in terms of either deliberative agents or reactive agents. Deliberative agents derive from the deliberative thinking paradigm in which the agents have an internal symbolic, reasoning model, and these agents communicate and negotiate with other agents to achieve coordination. By contrast, reactive agents do not have any internal, symbolic models of their environment, and they behave using a stimulus/response type of action by responding to the present state of the existing environment [62].
Thirdly, agents may be categorized based on several ideal and primary attributes where agents should exhibit. The agents can be classified as collaborative agents, collaborative learning agents, interface agents and truly smart agents [56]. Truly smart agents, however, have not yet been developed. As Maes notes, “current commercially available agents barely justify the name” [63] and Foner is even more emphatic [64]. Fourthly, agents can also be classified by other characteristics, i.e. roles, or any combination of two or more attributes.

Nwana finally classified software agents into seven types to cover most currently existing agents: collaborative agents, interface agents, mobile agents, information/Internet agents, reactive agents, hybrid agents, and smart agents [56].
A MAS generally refers to a body of multiple autonomous agents that interact, cooperate, and negotiate with each other in order to satisfy their design objectives [65-67]. It provides a way of viewing the world in which an agent system can intuitively represent a real-world situation of interacting entities, and test how complex behaviors may occur [68]. Two main characteristics can be derived from the definition. Firstly, each agent is autonomous and is able to solve the problem in its domain. However, it only has incomplete information or limited capabilities for solving the whole problem and, thus, has a limited viewpoint. Secondly, through agent interaction, the system can conduct a complex problem that is beyond the capability of individual agents. Furthermore, the interaction here can be either cooperation or competition/negotiation.

If a problem domain is especially complex, huge, or/and unpredictable, then an effective way in which it can reasonably be addressed is to develop a number of functionally specific agents that are specialized for solving a specific problem aspect. For instance, it is difficult (if it is not impossible) to simulate the power system in a single model because of its large scale and enormous complexity. An ideal alternative is to model each individual component of the system. Through observing the interaction of these components, the system response can be evaluated. The advantages of this method are obvious, as discussed previously.

### 2.5 Agent-Based Simulation for Demand Response

A comprehensive review from the IEEE Power Engineering Society’s Multi-Agent Systems Working Group identifies that a MAS can provide two novel approaches for power engineering: building flexible and extensible systems and simulation & modeling
[68]. MAS is particularly suitable for modeling heterogeneous components in the DR application for the smart grid.

The research literature includes a wide range of work using MAS to evaluate DR implementations. FIGURE 2-5 shows a typical architecture of such a MAS for observing a residential DR application. DR related components of the smart grid can be captured by various types of agents such as generator agents, home agents, and transmission and distribution agents. A MAS may include all or some of these depending on research aims. If the concept of microgrid is involved, this architecture can be duplicated and several components can interact through this structure. Through the interaction of agents and/or microgrids, various interesting insights can be developed.
FIGURE 2-5 Typical multi-agent system architecture of residential demand response simulation

(Reprinted from our publication in [2] Copyright © 2013, IEEE)
A DR program incorporating with distributed energy resources (DER) and distributed storage is evaluated in [69] using an index-based incentive mechanism. The study in [70] proposes a ecosystem to optimize DR implementation and DER management in a residential sector using hierarchical agents. Agent-based systems are also proposed to associate DER and storage facilities with DR in order to reduce peak demand and minimize electricity payment [71]. The study in [44] proposes a MAS to solve a bi-level optimization problem using an iterative distributed algorithm to avoid peak rebounds in lower price periods and to achieve a flatten total load profile. MAS can also be found in applications for coordination of EV charging [72, 73] and microgrids control [74-76].

The study in [77] states that smart homes may no longer be modeled by passive load curves but should be considered as active participants that not only consume electricity but also generate and store it. A MAS is proposed for modeling homes as autonomous agents that make decisions to buy, sell or store electricity based on their presented loads and future loads, the generation capability and the storage capacity. In addition, the grid is modeled by a simple agent that sells/buys electricity from/to home agents. This work assumes that each household is equipped with wind turbines, solar cells and storage facilities (possibly through EV batteries). The wind power generation and power loads are represented by a data-based model. Electricity rates are calculated by an exponential function that is called a function-based model, where a real-time pricing scheme is observed. To evaluate the performance of the proposed MAS, three variables are observed: the demand deviation, the diversity factor and electricity cost. The demand deviation evaluates the mean deviations of the overall electricity demand and diversity factor characterizes the spectrum of the home peak demands. A small value of these two factors is desirable since it represents an
overall flattened aggregated demand. However, the benefit of load-shifting is not considered in their work.

A MAS is proposed in [78] to simulate households in response to dynamic pricing by scheduling household loads. Two major components of the households and the utility are captured in the MAS. The utility agent provides a price plan and then the household agents respond to the plan. A Markov gaming framework represents household agent behavior and $Q$-Learning algorithm is applied to solve the Markov problem. The rescheduling activities are classified into three types in terms of load characteristics. The detail design of the price is not given in the paper. Simulation results quantitatively evaluate the DR application.

Customers can switch on/off loads depending on their priorities and also control PHEV charge activities depending on their battery state of charge (SOC), to reduce cost and avoid overload during peak hours [79]. This paper uses a normal hourly household load curve in the U.S. as the baseline. This overall load is categorized in seven types: cooling/heating, cooking, washing/drying, refrigeration, freezing, lighting and others. Base on the actual profile, the authors evaluate the effect of PHEV charging profiles during peak hours and off-peak hours with an assumption of maximum 100 PHEV charging points. The comparison between these two scenarios shows the significance of encouraging customers to consume electricity during off-peak hours. This study identifies effectiveness of the penetration of PHEVs on reducing the energy consumption cost of the residential customers. Although the grid agent includes the battery, the wind energy and the distributed generator, their characteristics are over-simplified (e.g., wind output is assumed consistent).
An agent-based intelligent EMS is proposed in [80] to facilitate power trading among microgrids and allow customers to participate in DR programs. The presented architecture simulates two generators with different levels of generation cost and two customer loads in two microgrids respectively. A priority index of DR participation is signed to customers in a continuous double auction market. Case studies are conducted in the scenarios of with and without DR. The simulation results confirm the applicability of the agent-based simulation to power management and trading in smart microgrids.

To study how to balance customer demand and renewable energy from distributed generation, five types of autonomous agents, the electricity management mechanisms, the agent communication ontology and the agent cooperation strategy are developed in [81]. The five agents are substation agent, the bus agent, the feeder agent, the load agent, and the generation agent. Besides the objective to dynamically balance the power supply and the demand, this research also desires to minimize the power cost in a distributed network and maximize the power usage from distributed generators. The distribution network is effectively balanced by satisfying the objectives through the communication and cooperation between these agents.

Recently, large-scale agent-based systems have been developed. The electricity market complex adaptive system (EMCAS) is one of them. The EMCAS simulates decisions on six different time scales, in which diverse participants in the electricity market are represented as agents [82]. The EMCAS as a commercial platform has been used in various DR research projects. Consumers use forecasted day-ahead prices to shift daily energy consumption at an hourly basis without changing the total energy consumption [83]. The study in [84] presents an agent-based model using EMCAS to study the impact of
demand price elasticity. A restructured electricity market with eight generation companies and five aggregated consumers is simulated in a month.

2.6 Summary

In this chapter, we have reviewed the literatures regarding on applications and models for residential DR implementation, which includes residential load prediction models, dynamic pricing, optimization models, and software agent & its applications for DR. In our study, we propose a multi-criteria agent-based optimization system. In general, the differences between our study and the studies in the literatures include: 1) the HAs in our study are heterogeneous with unique individual load profiles forecasted by a residential load prediction model. This prediction model forecasts household load including EV charging based on statistical information of how people operate their appliances. 2) Under the open-loop control mechanism, the HAs minimize electricity payment and waiting time using local load information and predicted electricity price to schedule controllable load/appliances; therefore, the communication among homes is at a minimum level and the privacy of information is protected. 3) The closed-loop control mechanism can significantly reduce electricity payment and cost, and improve the energy efficiency. The process can be quickly converged; therefore it only requires limited efforts the communication and the coordination. 4) Since the proposed open-loop optimal control mechanisms use distributed algorithms, these models are linearly scalable and can be implemented in parallel into a very large system. 5) We evaluate daily benefits for both individual HAs and the RA.
CHAPTER 3
MULTI-AGENT SYSTEM DESIGN

This study considers a general electricity wholesale market. Similar to other commodities, electricity can be traded in wholesale markets and retail markets. In general, retailers/utilities can purchase electricity from a wholesale market and sell it to customers in a retail market [31]. Retailers/Utilities may also own generators and sell electricity directly to end-users. We use the umbrella term of purchase to denote buying power from a wholesale market and/or generating power. This does not lose generality since the electricity price could be considered as generation cost if the retailer/utility generates power. This chapter is reproduced verbatim from our publications in [1] (Copyright © 2015, IEEE).

3.1 System Architecture

The general wholesale electricity market scenario is modeled by the MAS shown in FIGURE 3-1, in which each component is captured by a corresponding agent: wholesale market agent (WMA), retailer agent (RA), home agent (HA) and generator agent (GA). The agents are connected by a LAN or the Internet. Although all the agents are defined, we only focus on the power and information flow in the distribution network from a retailer/utility to end-users/homes. However, this work can be readily extended to other aspects of the power system.
FIGURE 3-1. The multi-agent system architecture (the solid line represents power line; the dash line refers to LAN)

(Reprinted from our publication in [1] Copyright © 2015, IEEE)
Following the abstract architecture for agents in [85], the proposed MAS has a set of agents as follows.

\[
\mathcal{H}\mathcal{A} = \{HA_1, HA_2 \cdots\} \\
\mathcal{R}\mathcal{A} = \{RA_1, RA_2 \cdots\} \\
\mathcal{G}\mathcal{A} = \{GA_1, GA_2 \cdots\} \\
\mathcal{A}\mathcal{G} = \mathcal{H}\mathcal{A} \cup \mathcal{R}\mathcal{A} \cup \mathcal{G}\mathcal{A} \cup \text{WMA}
\]

(3-1) (3-2) (3-3) (3-4)

where \(\mathcal{H}\mathcal{A}\) and \(\mathcal{R}\mathcal{A}\) is a set of HAs and RAs respectively. \(\mathcal{G}\mathcal{A}\) is a set of GAs. The union of these agents forms the multi-agent set \(\mathcal{A}\mathcal{G}\). We also define a retailer scope set \(\mathcal{R}\mathcal{S}\).

\[
\mathcal{R}\mathcal{S} = \{RA, HA_1, HA_2, \cdots\}
\]

(3-5)

which contains a RA itself and all the HAs whom the RA delivers electricity to.

All agents perceive their environment, which is characterized by a set \(\mathcal{E}\).

\[
\mathcal{E} = \{e_1, e_2, \cdots\}
\]

(3-6)

Autonomous agents are capable of perceiving their environment, upon which they take actions. Let \(\mathcal{A}\mathcal{C}\) denotes the set of actions.

\[
\mathcal{A}\mathcal{C} = \{a_1, a_2, \cdots\}
\]

(3-7)

Time \(t\) is discretized into time slots. Let \(\mathcal{T}\) denotes the set of time slots in sequence.

\[
\mathcal{T} = \{1, \cdots, T\}
\]

(3-8)

where \(T \geq 1\) is a time horizon of the environment for the simulation, during which period an agent can take actions. For instance, if the time horizon \(T = 24\) hours and the time slot \(t = 1hr\), the set has 24 elements in it.

These definitions are used in the following design of agent simulation.
3.2 Home Agent

The environment of a HA includes real-time prices $P$, real-time load $L$, real-time constraint set $ct$, dissatisfaction factor set $\lambda^{ap}$, and direct load control (DLC) signals $DLC$.

$$\mathcal{E}_{HA} = \{P, L, ct, \lambda^{ap}, DLC\} \quad (3-9)$$

where $P$ and $L$ is defined as a column vector of the electricity price and the household load in each time slot in Equation (3-10) and Equation (3-11) respectively. $ap$ represents an appliance in a home. $\lambda^{ap}$ is a set of factors to reflect dissatisfaction levels of a customer to schedule the appliance $ap$. $DLC$ represents load control signals from a RA. $ct$ is a set of constraints; for instance, total electricity demands at any given time (slot) in a home cannot exceed a certain capacity $Q_{HA}^{max}$. Other constraints are discussed in CHAPTER 5 and CHAPTER 6 in detail.

$$P = <p_1, \cdots, p_T> \quad (3-10)$$

where the element $p_t$ in the price vector $P$ is the electricity price at time $t$.

$$L = <\sum_{ap \in \mathcal{AP}} l_1^{ap}, \cdots, \sum_{ap \in \mathcal{AP}} l_T^{ap}> \quad (3-11)$$

where the household load $L$ is the aggregation of all the appliances in a home. $\mathcal{AP}$ is a set of the appliances in a home. $l_t^{ap}$ is the load of the appliance $ap \in \mathcal{AP}$ at time $t \in \mathcal{T}$. $\sum_{ap \in \mathcal{AP}} l_t^{ap}$ is the aggregated appliance loads at time $t$.

HAs have three types of actions.

$$\mathcal{AC}_{HA} = \{predict\ load, control\ load, predict\ price\} \quad (12)$$

where predict load and predict price refers to forecasting real-time household loads and real-time electricity prices respectively. The control load action schedules the load.
FIGURE 3-2 shows the architecture of a HA. A HA predicts an individual appliance load, and if the load is controllable (e.g., EV charging), the electricity demand is scheduled by the control load action. If the load of the appliance is not controllable (e.g., lighting), otherwise, it is connected to the power line immediately. The objective of the control load action is to determine an optimal set of $\mathcal{AC}_H^*$ to minimize electricity payment based on predicted real-time prices and/or DLC request. The optimal $\mathcal{AC}_H^*$ is essentially a sequence of operational signals for all controllable loads under certain constraints.
FIGURE 3-2. Home Agent. The HA is a model of a smart home, which includes load and price prediction and load control.

(Reprinted from our publication in [1] Copyright © 2015, IEEE)
3.3 Retailer Agent

The characteristics of a RA’s environment include real-time electricity prices $P$, service scope $\mathcal{RS}$, aggregated loads $\sum_{HA \in \mathcal{RS}} L^HA_t, \forall t \in \mathcal{T}$, available power $Q_{RA}$ and the max-power capacity $Q_{RA}^{max}$.

$$\mathcal{E}_{RA} = \left\{ P, \mathcal{RS}, \sum_{HA \in \mathcal{RS}} L^HA_t, Q_{RA}, Q_{RA}^{max} \right\}$$  \hspace{1cm} (3-13)

The actions for a RA are as follows.

$$\mathcal{A}_{RA} = \{ aggregate \ load, predict \ wholesale \ price, \hspace{1cm} (3-14)$$

purchase, sell, DLC\}

FIGURE 3-3 shows the RA architecture. A RA aggregates power demand of the HAs in its service area and purchases power from an electricity wholesale market. The RA then sell power to the HAs in a retail market. Under certain conditions such as transmission constraints, abundant renewable energy and power shortage, the RA may request DLC, which is a set of time sequences $\mathcal{T}_{DLC}$. 
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FIGURE 3-3. Retailer Agent. The RA is a model of an electricity retailer or a utility, which includes wholesale electricity price prediction, load aggregation, purchase and sell/delivery power, and direct load control.

(Reprinted from our publication in [1] Copyright © 2015, IEEE)
3.4 Wholesale Market Agent and Generator Agent

This study focuses on optimal residential DR in a distribution network; therefore WMA and GA are only briefly introduced. RAs requests energy from the WMA, and GAs bids capacity to the WMA. The generation capacity with the lowest price will be assigned first in the market. Finally, the market reaches a steady state and a locational marginal price is achieved based on transmission constraints to different locations.

3.5 Common Features of Agents

In order to execute a MAS, an agent execution environment (AEE) is required. For instance, java agent development framework (JADE) provides an environment to develop agent systems compatible with FIPA protocols [86]. The TRlabs execution environment for mobile agents (TEEMA) is adopted as the platform in this work because of its familiarity to the authors [87, 88]. TEEMA provides standard libraries to support various types of operations for agents such as addressing, naming, messaging, mobility, security and logging [89]. Either of these tools can be used to implement this system.
CHAPTER 4

RESIDENTIAL LOAD PREDICTION MODEL

We develop a residential load prediction model, which incorporates 19 appliances/loads including Vacuum, Kitchen Range, Oven, Microwave, Kettle, TV, Iron, Refrigerator, CD Player, Clock, Answering machine, Wi-Fi, PC, Printer, Light, Clothes washer/dryer, Dish washer and EV. In this model, we define the appliances other than EV as conventional appliances. The load prediction mechanism for the conventional appliances and the EV is discussed in turn. This chapter is reproduced verbatim from our publications in [1] (Copyright © 2015, IEEE), [30] (Copyright © 2015, IEEE) and [90] (Copyright © 2014, IEEE).

4.1 Load Prediction for Conventional Appliances

An individual appliance load is defined as follows.

\[
l_{t}^{ap} = q_{rated}^{ap}, \quad \forall \ ap \in \mathcal{AP}, t \in [t_{0}^{ap}, t_{0}^{ap} + \Delta t^{ap}]
\]

\[
l_{t}^{ap} = 0, \quad \forall \ ap \in \mathcal{AP}, t \in \mathcal{T}\setminus[t_{0}^{ap}, t_{0}^{ap} + \Delta t^{ap}]
\]

where \( l_{t}^{ap} \) is the load of an appliance \( ap \) at a time slot \( t \). \( q_{rated}^{ap} \) is the rated power of the appliance. \( t_{0}^{ap} \) is the time of starting to operate an appliance \( ap \) (shown in Equation 4-3). \( \Delta t^{ap} \) is a cycle length of operating the appliance. An appliance may operate multiple cycles (e.g., refrigerator) in the horizon \( T \). The power of an appliance is zero when it is not used and we also assume that the appliance standby power is zero (shown in Equation 4-2).

\[
t_{0}^{ap} \leftarrow \text{pr}(t \mid ap, [occ(t)]), \forall \ ap \in \mathcal{AP}\setminus EV
\]
where $pr(t | ap, [occ(t)])$ is the probability of using an appliance $ap \in AP\backslash EV$ at a time slot $t$. $occ(t)$ represents the number of active occupants at $t$ in a home. Usually, an occupant is required to start an appliance; however, some appliances (e.g., refrigerator) operate on their own cycle. This option is shown by the square bracket around $occ(t)$. Except parameters for the EV, the values of $pr(t | ap, [occ(t)])$, $occ(t)$, $\Delta t^{ap}$, and $q^{ap}_{rated}$ are derived from statistical information in the downloadable model of [91, 92].

FIGURE 4-1 show the process for the load prediction. The mechanism for predicting an appliance’s initial operating time $t^{ap}_0$ is that the model generates a random number following a uniform distribution between 0 and 1, and compares this random number with the scaled probability of running an appliance at time $t$ (shown by the right side of Equation 4-3). If the random number is less than or equal to the probability, the appliance will be running in a cycle $\Delta t_{ap}$; otherwise, it will not. Electricity consumption of all appliances is then aggregated. This process is repeated in the horizon $T$. 
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FIGURE 4-1 The flow chart for the load prediction process
The parameters for EV charging are discussed in the section 4.2.

Lastly, we divide the set of appliances \( \mathcal{AP} \) into two sets: \( \mathcal{BAP} \) and \( \mathcal{CAP} \), which represents a set of background appliances and controllable appliances respectively.

The predicted load is shown in Equation 4-4.

\[
\hat{L} = \langle \hat{l}_1^{ap}, \cdots, \hat{l}_T^{ap} \rangle
\]  
(4-4)

Predicted energy is defined as follows.

\[
\hat{E}_B^{ap} = \sum_t \hat{l}_t^{ap}, \forall \ ap \in \mathcal{BAP}, t \in [t_0^{ap}, t_0^{ap} + \Delta t^{ap}]
\]  
(4-5)

\[
\hat{E}_C^{ap} = \sum_t \hat{l}_t^{ap}, \forall \ ap \in \mathcal{CAP}, t \in [t_0^{ap}, t_0^{ap} + \Delta t^{ap}]
\]  
(4-6)

where \( \hat{E}_B^{ap} \) and \( \hat{E}_C^{ap} \) is the predicted electricity energy of background loads and controllable loads. It is noted that both \( \hat{E}_B^{ap} \) and \( \hat{E}_C^{ap} \) are column vectors (e.g., \( \hat{E}_B^{ap} = \langle E_{B,1}^{ap}, \cdots, E_{B,T}^{ap} \rangle \)).

4.2 Load Prediction for Electrical Vehicle Charging

We now discuss the parameters for EV charging with Lithium-Ion Battery and Lead-Acid respectively. Unless we state otherwise, we consider \( ap = EV \) in this section. The parameters of initial charging time \( t_0^{ap} \) and the time when the EV must be fully charged are independent on the type of EV and its battery. By contrast, the parameters of charging demand \( q_{rated}^{ap} \) and charging cycle \( \Delta t^{ap} \) dependant on the type of EV and its battery. Therefore, we discussed the initial charging time and the time when the EV must be fully charged in general and then address the charging demand and charging cycle based on EVs with the two types of batteries.
Assuming people plug-in and charge EVs immediately after arriving home, the probability distribution of initial charging time is the same as home-arrival time. This probability of initial charging time is formulated as a normal distribution
\[ t_0^{ap} \sim \mathcal{N}(\mu_{t0}, \sigma_{t0}) \] as follows.
\[
g(t_0^{ap}, \mu_{t0}, \sigma_{t0}) = \frac{1}{\sigma_{t0}\sqrt{2\pi}} e^{-(t-\mu_{t0})^2 / 2\sigma_{t0}^2} \] (4-7)
where \( \mu_{t0} \) is the average home arrival time and \( \sigma_{t0} \) is the standard deviation.

To characterize this observation, we sample the actual probability density of home arrival time (shown by the blue bars in FIGURE 4-2) 2000 times that are enough to determine this distribution, in which the probabilities of the range from 1hr to 10hr are taken out as outliers [93]. The average value \( \mu_{t0} \) and standard deviation \( \sigma_{t0} \) is determined as 17hr and 2.8 hours respectively. The simulated normal distribution is shown by the red line in FIGURE 4-2. EVs must be fully charged in order to be used the next day. The home-departure time is also assumed to be normally distributed with \( \mu = 7hr \) and \( \sigma = 1 \) hour.
FIGURE 4-2. Actual probability density of home arrival time and simulated normal distribution [93]

(Reprinted from our publication in [30] Copyright © 2015, IEEE)
We now discuss the parameters of charging demand $q_{rated}^{ap}$ and charging cycle $\Delta t^{ap}$, which dependant on the type of EV and its battery. Important EV charging characteristics are introduced as follows [94].

- **Demand.** The power demand of EV charging varies with the SOC.
- **Capacity.** Capacity is the total charge that fully charged battery can provided. It can be defined by either Ampere-hour or kWh.
- **State of charge (SOC).** SOC is defined as Remain Capacity/Rated Capacity.

### 4.2.1 EV with Lithium-Ion Battery

FIGURE 4-3 shows SOC and demand with charging time of a Nissan Altra-EV with a Lithium-Ion Battery [95]. The rated charging power can be assumed constant as $q_{rated}^{ap} = 6.6 \, kW$.

The cycle length $\Delta t^{ap}$ depends on the initial SOC $soc_0$ when people plug-in EV, which can be identified as a normal distribution $soc_0 \sim N(\mu_{soc}, \sigma_{soc})$ from driving patterns [90]. Since available EV travel range is proportional to its SOC [95]; the average $soc_0$ can be calculated as follows

$$\mu_{soc} = \frac{MaxRange - VMT}{MaxRange}$$  \hspace{1cm} (4-8)

where $MaxRange$ is the available driving range of a fully charged vehicle (122 miles in this case). $VMT$ is vehicle miles of travelling per vehicle shown by blue bars in FIGURE 4-5 [96]. The red dash line represents the results of linear regression assuming that the $VMT$ is linearly depends on the year, i.e., the $VMT$ increase linearly with time of years. The red bar shows the predicted $VMT$ (64.7 miles) in the year of 2015. Similarly, $\sigma_{soc}$ can be calculated from the standard deviation of $VMT$. 
The cycle length $\Delta t^a, \forall ap = EV$ can be calculated as follows.

$$\Delta t^a = \Delta t_{total} (1 - soc_0), \forall ap = EV$$

(4-9)

where $\Delta t_{total}$ is the time to charge up an EV from zero SOC.
FIGURE 4-3 State of charge and rated charging demand of Nissan Altra-EV with Lithium-Ion Battery [95]

(Reprinted from our publication in [30] Copyright © 2015, IEEE)
FIGURE 4-4 VMT V.S. SOC of Nissan Altra-EV with Lithium-Ion Battery [95]

FIGURE 4-5 Average daily vehicle miles of traveling (actual data and prediction with linear regression)
4.2.2 EV with Lead Acid Battery

The method to identify the initial SOC $soc_0$ is the same as the EV with Lithium-Ion battery. However, unless the constant rated demand of EV with Lithium-Ion battery, the rated demand of EV with Lead-Acid battery is dependent on charging point. FIGURE 4-6 shows SOC and demand with charging point of GM EV1 Panasonic Lead Acid Battery [97].

Therefore, we need determine the charging point to find the rated power. The charging point can be determined based on the initial SOC. The mathematic expression of SOC (blue solid line in FIGURE 4-6) with respect to the charging points is simplified as follows.

$$soc(x) = \begin{cases} 
0.43x & \forall 0 \leq x < 211 \\
0.036(x - 211) + 90.3 & \forall 211 \leq x \leq 480 
\end{cases} \tag{4-10}$$

where $soc(x)$ is the 100 times of SOC. Its inverse function is as follows.

$$x(soc) = \begin{cases} 
2.33 soc & \forall 0 \leq soc < 91 \\
27.78 soc - 2298.33 & \forall 91 \leq soc < 100 
\end{cases} \tag{4-11}$$

The initial charging point $x_0$ can be found by substituting the initial SOC ($soc_0$) to Equation 4-11; and therefore the rated charging power can be found using the function of demand with respect to the charging points as follows.

$$p(x) = \begin{cases} 
0.0043 x + 5.8 & \forall 0 \leq x < 162 \\
-0.0424 (x - 163) + 0.5 & \forall 162 \leq x < 282 \\
1.5 & \forall 282 \leq x < 402 \\
-0.0192 (x - 402) + 1.5 & \forall 402 \leq x < 480 
\end{cases} \tag{4-12}$$

where $p(x)$ is the demand and $x$ is the charging point in minute (0~480).

This is visualized in FIGURE 4-7.
FIGURE 4-6 State of charge and rated demand of GM EV1 Panasonic Lead Acid Battery

(Reprinted from our publication in [90] Copyright © 2014, IEEE)
* $t_0$ is the start time of charging

FIGURE 4-7 Visualization of the method to find the charging rated power from the initial SOC for EV charging in a day

(Reprinted from our publication in [90] Copyright © 2014, IEEE)
4.3 Discussion

In this chapter, we have discussed the proposed residential load prediction model to forecast the electricity load profile for heterogeneous HAs. This load prediction model simulates the benchmark based on statistical information of how people use their appliances including EVs. Each HA has a unique load profile depending on its heterogeneous local configurations.

To evaluate the variation of the load prediction model, we conduct 10 runs of a simulation to predict/estimate the load. The hourly mean value, standard deviation and coefficient of variation (CV) are calculated among the 10 simulations. The CV is defined as the ratio of the standard deviation to the mean. The maximum CV is 21.4% at 0hr and the minimum value is 5.2% at 4hr. The average of CV is 10.7%. These great similarity among multiple simulations show that the load prediction model is robust and stable. FIGURE 4-8 shows the load profiles of the simulation results. We use the simulation results in the first run as the benchmark/reference in this study and continuously use these reference data in the application of the proposed optimal control mechanisms.
<table>
<thead>
<tr>
<th>Time (hr)</th>
<th>Mean (kW)</th>
<th>Standard Deviation (kW)</th>
<th>Coefficient of Variation (CV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>33.0</td>
<td>7.1</td>
<td>21.4%</td>
</tr>
<tr>
<td>1</td>
<td>24.8</td>
<td>4.5</td>
<td>18.0%</td>
</tr>
<tr>
<td>2</td>
<td>19.6</td>
<td>2.7</td>
<td>13.8%</td>
</tr>
<tr>
<td>3</td>
<td>16.8</td>
<td>1.3</td>
<td>7.7%</td>
</tr>
<tr>
<td>4</td>
<td>15.8</td>
<td>0.8</td>
<td>5.2%</td>
</tr>
<tr>
<td>5</td>
<td>17.7</td>
<td>1.7</td>
<td>9.5%</td>
</tr>
<tr>
<td>6</td>
<td>28.3</td>
<td>2.1</td>
<td>7.3%</td>
</tr>
<tr>
<td>7</td>
<td>57.0</td>
<td>4.8</td>
<td>8.5%</td>
</tr>
<tr>
<td>8</td>
<td>61.9</td>
<td>4.6</td>
<td>7.4%</td>
</tr>
<tr>
<td>9</td>
<td>56.2</td>
<td>4.7</td>
<td>8.3%</td>
</tr>
<tr>
<td>10</td>
<td>49.5</td>
<td>8.5</td>
<td>17.1%</td>
</tr>
<tr>
<td>11</td>
<td>51.0</td>
<td>5.9</td>
<td>11.6%</td>
</tr>
<tr>
<td>12</td>
<td>63.4</td>
<td>7.3</td>
<td>11.4%</td>
</tr>
<tr>
<td>13</td>
<td>61.8</td>
<td>7.6</td>
<td>12.3%</td>
</tr>
<tr>
<td>14</td>
<td>67.5</td>
<td>8.9</td>
<td>13.2%</td>
</tr>
<tr>
<td>15</td>
<td>79.7</td>
<td>10.6</td>
<td>13.4%</td>
</tr>
<tr>
<td>16</td>
<td>119.1</td>
<td>10.9</td>
<td>9.2%</td>
</tr>
<tr>
<td>17</td>
<td>151.0</td>
<td>13.2</td>
<td>8.7%</td>
</tr>
<tr>
<td>18</td>
<td>160.0</td>
<td>12.8</td>
<td>8.0%</td>
</tr>
<tr>
<td>19</td>
<td>150.4</td>
<td>11.0</td>
<td>7.3%</td>
</tr>
<tr>
<td>20</td>
<td>134.3</td>
<td>15.2</td>
<td>11.5%</td>
</tr>
<tr>
<td>21</td>
<td>119.5</td>
<td>9.0</td>
<td>7.5%</td>
</tr>
<tr>
<td>22</td>
<td>91.6</td>
<td>6.0</td>
<td>6.6%</td>
</tr>
<tr>
<td>23</td>
<td>58.2</td>
<td>7.0</td>
<td>12.1%</td>
</tr>
</tbody>
</table>
FIGURE 4-8 Comparison of load profiles among multiple simulations. (a) simulation #1~#5; (b) simulation #6~#10
CHAPTER 5
OPTIMAL DR IMPLEMENTATION UNDER RTP

5.1 Real-Time Price Prediction Model

This section is reproduced verbatim from our publications in [1] (Copyright © 2015, IEEE).

The power generation cost increases as the demand increases. RTP reveals this relationship and encourages customers to redistribute the electricity usage, which would reduce peak demand and result in a more flat load profile. The autonomous HA on behalf of customers is able to intelligently respond to RTP.

The electricity demand is highly variable and also the electricity cannot be economically stored; therefore, a mix of power generation plants/units (e.g., hydro, nuclear, coal, oil, gas, peaking hydro, etc.) is used to meet the demand [98]. Each type of plants also have a number of units. These plants/units are dispatched mainly based on their generation cost [98]. In addition, once the demand exceeds the base load, the generation cost of the units (e.g., gas and peaking hydro) to meet the peak demand increases faster. These characteristics of the composited generation cost with respect to the mix of the generation units to meet the demand can be captured by step functions (shown by the blue lines in FIGURE 5-1).
FIGURE 5-1 Normalized composited generation cost with respect to the mix of the generation units

(Reprinted from our publication in [1] Copyright © 2015, IEEE)
We define piecewise linear functions in Equation 5-1 as the price prediction model to linearize (see red dash line in FIGURE 5-1) these steps.

\[
p(l_t) = \begin{cases} 
\alpha_1 l_t + \beta_1, & \forall \; l_t \leq l_{TH}, \; t \in T \\
\alpha_2 l_t + \beta_2, & \forall \; l_t > l_{TH}, \; t \in T
\end{cases}
\]  

(5-1)

where \( \alpha_1 \) is the increasing slope of electricity price in the first step (\( l_t \leq l_{TH} \)) and \( \alpha_2 \) is the slope in the second step where \( l_t > l_{TH} \). \( \beta_1 \) and \( \beta_2 \) are constants. Also, \( \alpha_1 < \alpha_2 \) implies the electricity price increases faster after the load exceeds the threshold \( l_{TH} \).

FIGURE 5-2 shows the actual electricity load and locational marginal price (LMP) in the wholesale market in the region of Duquesne Light (DUQ) and American Electric Power (AEP) of the US in the year of 2014 [31]. We can see that the LMP has the same range and pattern increasing with the electricity load. However, the load in the region of DUQ (approximately from \( 1 \times 10^3 \) MW to \( 2.8 \times 10^3 \) MW) is much less than the region of AEP (approximately from \( 1 \times 10^4 \) MW to \( 2.2 \times 10^4 \) MW). Therefore, the electricity price does not directly depend on the absolute demand as long as the transmission constraint is satisfied.

In our study, we use the load and price data in the region of AEP as samples; however, the load is normalized and scaled in order to fit our simulation. For instance, to predict the electricity price based individual household load, the load range is normalized and scaled from 0 to 8.5 kW, which is the range of power load in a typical home with an EV in place.
FIGURE 5-2 Actual electricity load and locational marginal price (wholesale) in regions of the US in the year of 2014. (a) the region of DUQ (b) the region of AEP [31].

(Reprinted from our publication in [1] Copyright © 2015, IEEE)
The norm approximation approach is used to determine the optimal coefficients in Equation 5-1. Let $A \in \mathbb{R}^{m \times 2}$ and $b \in \mathbb{R}^m$ denotes actual data.

$$A = \begin{bmatrix} l_1 & 1 \\ \vdots & \vdots \\ l_m & 1 \end{bmatrix}$$  \hspace{1cm} (5-2)

$$b = < p_1, \ldots, p_m >$$  \hspace{1cm} (5-3)

where $l_i$ and $p_i$ are known load and prices respectively. $i$ and $m$ is the index and the number of samples respectively.

Let $x \in \mathbb{R}^2$ denotes the unknown coefficients.

$$x = \begin{cases} < \alpha_1, \beta_1 >, & \forall \ l_i \leq l_{TH} \\ < \alpha_2, \beta_2 >, & \forall \ l_i > l_{TH} \end{cases}$$  \hspace{1cm} (5-4)

Then, the coefficients that lead to a best fit of known data can be calculated by the following [42].

$$\text{minimize} \ ||Ax - b||$$  \hspace{1cm} (5-5)

where $|| \cdot ||$ is a norm on $\mathbb{R}^m$.

For $l_i \leq l_{TH}$, we use the squared $l_2$-norm approximation in Equation 5-6, which is also known as a least square problem. It has a closed from solution in equation 5-7 [42].

$$\text{minimize} \ ||Ax - b||^2_2, \quad \forall \ l_i \leq l_{TH}$$  \hspace{1cm} (5-6)

$$x^* = (A^T A)^{-1} A^T b, \quad \forall \ l_i \leq l_{TH}$$  \hspace{1cm} (5-7)
For $l_i > l_{TH}$, we also use the least square approximation; however, with a constraint.

$$\text{minimize} \, \|Ax - b\|_2^2, \quad \forall \, l_i > l_{TH} \quad (5-8)$$

$$\text{subject to: } x[1] \, l_1 + x[2] = c \quad (5-9)$$

where $x[1]$ and $x[2]$ is $\alpha_2$ and $\beta_2$ respectively. $c$ is the $p(l_{TH})$ from the approximation of the first step. This can be solved using Newton’s method [42] (p.525-p.531). FIGURE 5-3 shows an example of the prediction results. The blue circles are the real-time LMP corresponding to the real-time load. The blue solid line shows the prediction in the first step and the red dash line shows the second step.

In this study, we do not intend to explore this norm approximation technique. One can divide the data into several groups; use one of them to train the parameters and evaluate the degree of error using other groups.
FIGURE 5-3 An example of norm approximation

(Reprinted from our publication in [1] Copyright © 2015, IEEE)
5.2 Open-Loop Load Control Model under RTP

This section is reproduced verbatim from our publications in [1] (Copyright © 2015, IEEE).

The OL-LCM-RTP provides the ability for a HA to make intelligent decisions to minimize electricity payments, which is modeled by a CP problem.

\[
\text{minimize} \quad \sum_{t \in T} p \left( \sum_{a_p \in \mathcal{A}P} l^a_p \right) \left( \sum_{a_p \in \mathcal{A}P} l^a_p \right) + \sum_{t \in T} \sum_{a_p \in \mathcal{C}A\mathcal{P}} \lambda^a_p w^a_p t^a_p
\]

subject to:

\[0 \leq l^a_p \leq q^a_p, \forall \, a_p \in \mathcal{C}A\mathcal{P}, \, t \in [t^a_0, t^a_1]\]  \hspace{1cm} (c1)

\[l^a_p(t) = 0, \forall \, a_p \in \mathcal{C}A\mathcal{P}, \, t \in T \setminus [t^a_0, t^a_1]\]  \hspace{1cm} (c2)

\[\sum_{a_p} \sum_{t} l^a_p = \bar{E}^a_c, \forall \, a_p \in \mathcal{C}A\mathcal{P}, \, t \in [t^a_0, t^a_1]\]  \hspace{1cm} (c3)

\[\sum_{a_p \in \mathcal{C}A\mathcal{P}} l^a_p(t) + \sum_{a_p \in \mathcal{B}A\mathcal{P}} \bar{l}^a_p \leq Q_{HA}^{\max}, \forall \, t \in T\]  \hspace{1cm} (c4)

In the objective function, the electricity price \(p(\sum_{a_p \in \mathcal{A}P} l^a_p)\) is defined in Equation 5-1, which is a piecewise linear function with load. The electricity payment \(\sum_{t \in T} p(\sum_{a_p \in \mathcal{A}P} l^a_p)\left(\sum_{a_p \in \mathcal{A}P} l^a_p\right)\) is a piecewise linear function times its independent variable load, which is a piecewise quadratic function. Each quadratic function is convex; furthermore, we have \(\alpha_1 < \alpha_2\) and the convexity is preserved. The second term is a linear function of load \(l^a_p\), where \(\lambda^a_p\) is a vector of dissatisfaction factors and \(w^a_p\) is a waiting time vector define as follows.
\[ w^{ap} = t - t_0^{ap} \]  

For instance, if the EV plug-in time \( t_0^{ap} = 17 \text{hr} \), \( \forall \ ap = EV \), the waiting time vector along with time is shown as follows.

<table>
<thead>
<tr>
<th>( w^{ap} )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>...</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t )</td>
<td>17hr</td>
<td>18hr</td>
<td>19hr</td>
<td>20hr</td>
<td>...</td>
</tr>
</tbody>
</table>

Since we minimize \( \sum_{t \in T} \sum_{ap \in \mathcal{AP}} \lambda^{ap} w^{ap} l_t^{ap} \), an earlier operating time is more preferable. This term penalizes the scheduling levels to find a trade-off between the minimum electricity payment and comfort levels with waiting time.

The decision variables are \( l_t^{ap}, \forall ap \in \mathcal{AP}, t \in T \). In the objective function, \( l_t^{ap}, \forall ap \in \mathcal{BAP} \) are not decision variables; however, they are required to calculated electricity payment.

The first constraint is a relaxation of an binary constraint, in which \( l_t^{ap} \in \{0, q_{rated}\} \), which results in that the optimization problem can be solve much more efficiently. \( t_0^{ap} \) is the appliance usage requesting time and \( t_1^{ap} \) is the time when operation of the appliance must complete. \([t_0^{ap}, t_1^{ap}]\) is a possible operational range of the controllable appliance \( ap \).

For instance, an EV can be charged from the home-arrival time to home-departure time. We assume that the controllable loads can only be delayed.

The second constraint (c2) sets the load of an appliance to zero when it is not operating. Although, operating a controllable appliance could be delayed, it completes sooner or later in the operational range; therefore, it consumes the same energy as predicted. This fact is accomplished in the third constraint (c3). The (c4) constraint is that the max-power capacity of a home cannot be violated at any given time.
The objective function is a piecewise quadratic function with preserved convexity plus a linear function; therefore, the objective function is convex. In addition, all the constraints are affine functions. Therefore, the proposed optimization problem is a CP problem. If the HA receives DLC signals, the CP problem has one more constraint (c5) assuming the DLC is to request a load reduction.

\[ l_{t}^{ap} = 0, \forall \ ap \in \mathcal{AP}, \ t \in \mathcal{T}_{DLC} \quad (c5) \]

With the constraint (c5), the new CP problem is not guaranteed to be feasible, since if the schedule does not have sufficient flexibilities, a HA may not be able to accept the DLC request. If the CP problem is infeasible, the HA needs to determine the maximum power that can be shifted from the \( \mathcal{T}_{DLC} \).
5.3 Closed-Loop Load Control Model under RTP

The CL-LCM-RTP is developed based on the OL-LCM-RTP by incorporating feedbacks from the RA. The objective function is modified from the OL-LCM-RTP. The constraints remain the same and are duplicated here for the audience’s conveniences.

\[
\begin{align*}
\text{minimize} & \quad \sum_{t \in \mathcal{T}} p \left( \sum_{ap \in \mathcal{AP}} l_{t}^{ap} + \sum_{HA_{-i}} \sum_{ap \in \mathcal{AP}} l_{t}^{ap} \right) \left( \sum_{ap \in \mathcal{AP}} l_{t}^{ap} \right) + \sum_{t \in \mathcal{T}} \sum_{ap \in \mathcal{CAP}} \lambda^{ap} w^{ap} l_{t}^{ap} \\
\text{subject to:} & \\
0 & \leq l_{t}^{ap} \leq q_{rated}^{ap}, \forall \ ap \in \mathcal{CAP}, t \in [t_{0}^{ap}, t_{1}^{ap}] \\
l_{t}^{ap} & = 0, \forall \ ap \in \mathcal{CAP}, t \in \mathcal{T} \setminus [t_{0}^{ap}, t_{1}^{ap}] \\
\sum_{ap} \sum_{t} l_{t}^{ap} & = E_{c}^{ap}, \forall \ ap \in \mathcal{CAP}, t \in [t_{0}^{ap}, t_{1}^{ap}] \\
\sum_{ap \in \mathcal{CAP}} l_{t}^{ap} + \sum_{ap \in \mathcal{CAP}} \bar{l}_{t}^{ap} & \leq Q_{HA}^{max}, \forall \ t \in \mathcal{T}
\end{align*}
\]

In the objective function, \( \sum_{HA_{-i}} \sum_{ap \in \mathcal{CAP}} l_{t}^{ap} \) is the feedback of the load information from the RA and \( HA_{-i} \) is the set of HAs except the current HA. The HAs schedule their controllable loads based on global information. The new background load becomes the sum of the background load of the HA itself and the aggregated load of the other HAs. The RA informs a HA with the other HAs’ load information, which is collected for billing purpose anyways. FIGURE 5-4 shows the diagram of the mechanism of CL-LCM-RTP.
FIGURE 5-4 The diagram of the closed-loop optimal control mechanism (the dash line represents that the HA feedbacks to the system indirectly through the RA)
The closed-loop load scheduling is a round process and FIGURE 5-5 shows the algorithm. The HAs schedule their controllable loads in turn in a random order and update the load information to the RA in each round. In the first round, the RA informs the first HA with prior load information (e.g., the load profile predicted without DR application) and continuously updates the load information. In other words, the RA has more and more precise information regarding on the global load profile and therefore the latter HAs get more accurate load data. Once the first round is completed, the process goes to the next round. The HAs can reschedule the load based on the updated global load profile. The HAs continually optimize their load schedule. If the new scheduled load can reduce the electricity payment, then the HA will use the new schedule; otherwise, the HA stays the old one. This process terminates till nobody is willing to reschedule its controllable loads.
Round repeat
for $HA \in \mathcal{RS}$ in a random order

1: Input: The predicted load profile of the HA plus the global load information from the RA
2: Solving the closed-loop CP problem
3: Calculate the electricity payment
   if this is the first round
   Save the electricity payment for the HA in this round
   else
   if the electricity payment $<$ the one from the last round
   Update the load profile for the HA
   Update the RA with the scheduled load profile
   else
   keep the load profile from the last round

4: Output: Scheduled load profile for the HA

Next round till no HA is willing to reschedule the controllable load

FIGURE 5-5 The closed-loop optimal load control algorithm
5.4 Experiments and Numerical Analysis

This section presents simulation results and numerical analysis for five scenarios:

#1: Without load control. The HAs do not take actions to control load. This is the reference scenario in this study.

#2: OL-LCM-RTP with day-ahead RTP. The RA announces real-time prices one day ahead and will charge the HAs with the announced prices.

#3: OL-LCM-RTP with $\lambda^{ap} = 0$. The HAs are able to predict electricity prices. The HAs are charged by actual wholesale electricity prices based on the aggregated load. This scenario assumes the dissatisfaction factor $\lambda^{ap}$ is zero.

#4: OL-LCM-RTP with $\lambda^{ap} > 0$. This scenario is designed to study the impacts of the dissatisfaction factor $\lambda^{ap}$ on load scheduling.

#5: CL-LCM-RTP with $\lambda^{ap} = 0.1$. This scenario studies the effect of cooperation and coordination to improve the energy efficiency. In addition, the impacts of EV penetration levels and flexible charging periods are evaluated as well.

The scenarios from #1 to #3 and part of the scenario #4 are reproduced verbatim from our publications in [1] (Copyright © 2015, IEEE).

The CP problem and the LP problem can be solved efficiently by the interior point method [42]. To solve them, we used the CVX, a package for specifying and solving convex programs [99, 100].

5.4.1 Experimental Configurations

In these five scenarios, we consider one RA and 100 HAs in a distribution network. We assume that the RA can obtain sufficient power from a wholesale market and all
transmission constraints are satisfied. We also assume that the retail market is budget balanced, i.e., the RA does not make profits. The power capacity of each HA is $Q_{HA}^{max} = 24 \, kW$. The simulation period is one day. The time slot $t = 1hr$ and time horizon $H = 24 \, hours$. The coefficients for the price prediction model are list in TABLE 5-1. The OL-LCM-RTP uses the coefficients for the single HA load. The CL-LCM-RTP uses the coefficients for the aggregated load from the 100 HAs since the new background load is aggregated from all the HAs.

20 HAs are equipped with an EV, which represents a 20% EV penetration to the power system. Among the appliances, Dish Washers, Tumble Dryers and EVs are identified as controllable load. In the first three scenarios, we assume $\lambda_{ap} = 0$. In the scenario #4, the dissatisfaction factor is studied. Detail parameters of the controllable loads are summarized in TABLE 5-2. Parameters of background load can be found in the downloadable EXCEL sheet [91].

The results of electricity payments of HAs are grouped in terms of ownership of EVs, which makes the results comparable, since EV charging represents a significant demand.
TABLE 5-1 Coefficients of the Price Prediction Model (Reprinted from our publication in [1] Copyright © 2015, IEEE)

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>$\alpha_1$</th>
<th>$\beta_1$</th>
<th>$\alpha_2$</th>
<th>$\beta_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single HA load</td>
<td>0.282</td>
<td>2.025</td>
<td>0.459</td>
<td>1.317</td>
</tr>
<tr>
<td>Aggregated load from 100 HAs</td>
<td>0.015</td>
<td>1.776</td>
<td>0.025</td>
<td>0.911</td>
</tr>
</tbody>
</table>

TABLE 5-2 Parameter Characteristics of the Controllable Loads (Reprinted from our publication in [1] Copyright © 2015, IEEE)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$q_{\text{rated}}$</th>
<th>$t_0^\text{ap}$</th>
<th>$t_1^\text{ap}$</th>
<th>Determination</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dish washer</td>
<td>1.1 kW</td>
<td>Determined by Equation (4-3)</td>
<td>$t_0^\text{ap}$ + 4 hours for breakfast/lunch; 6 hr for dinner</td>
<td></td>
</tr>
<tr>
<td>Dryer</td>
<td>2.5 kW</td>
<td>Determined by Equation (4-3)</td>
<td>$t_0^\text{ap}$ + 24 hours</td>
<td></td>
</tr>
<tr>
<td>EV</td>
<td>6.6 kW</td>
<td>Normal distribution with $\mu = 17 \text{hr}$ and $\sigma = 2.8 \text{ hour}$</td>
<td>Normal distribution with $\mu = 7 \text{ hr}$ and $\sigma = 1 \text{ hour}$</td>
<td></td>
</tr>
</tbody>
</table>
5.4.2 Scenario #1: Without Load Control

This scenario is the reference in this study. The HAs do not take any actions to control load. FIGURE 5-6 shows the simulation results in this scenario. The wholesale electricity price is shown by the red dash line. The blue dash-dot line shows the equivalent flat electricity rate in the retail market assuming a budget-balanced market.

We now discuss the method of calculating the equivalent flat rate. The energy consumption was 1,716.9 kWh. To purchase this amount of energy from the wholesale market, the retailer spent $62.77 based on the wholesale price. The HAs are charged by the flat rate. To keep the budget balanced, the equivalent flat rate is calculated as follows: 

$$\frac{62.77}{1,716.9 \text{ kWh}} = 3.66 \text{ ¢/kWh}.$$ 

The individual HA’s electricity bills are shown by the blue circles in FIGURE 5-9. The average electricity payments of the HAs that own an EV was $1.27. The maximum and minimum electricity bill was $1.66 and $0.97 respectively. The electricity payment of the HAs without an EV was $0.47 (average), $0.96 (maximum) and $0.21 (minimum).

The peak-to-average power ratio (PAPR) was 2.32 and the standard deviation of the load profile was 47.7 kW. The usages of controllable loads are as follows: 25 usages of Dish Washer, 33 usages of Dryers, and 20 usages of EVs. In addition, there were 24 HAs who did not use controllable loads in the simulation day. The same predicted energy consumption was used for the other scenarios to make them comparable and reproducible.
FIGURE 5-6 Load profile of aggregation of 100 HAs, retail electricity prices and wholesale electricity prices in the scenario #1

(Reprinted from our publication in [1] Copyright © 2015, IEEE)
5.4.3 Scenario #2: Open-Loop Load Control with Day-Ahead RTP

This scenario considers a situation where the RTP is announced one day ahead and the HAs can manage electricity consumption accordingly. This means that the RA will charge the HAs based on the announced price regardless of the actual wholesale price in the next day.

The HAs scheduled the controllable loads based upon the day-ahead announced real-time price by using the OL-LCM-RTP. The CP problem became a LP problem since the electricity price was provided with respect to time rather than a function of load.

FIGURE 5-7 shows the simulation results. The blue dash-dot line shows the day-ahead announced electricity price that acts as the retail electricity price to charge the HAs. The aggregated load generated a much higher new peak demand in the lowest price period. The red dash line shows the actual wholesale electricity price based on the scheduled load profile. The PAPR and the standard deviation was increased to 3.54 and 50.7 kW respectively.

In addition, the total electricity payment from the HAs was $51.56. However, to purchase the electricity energy from the wholesale market using the actual wholesale price, the retailer needs $64.25. Apparently, this market cannot be budget-balanced.
FIGURE 5-7 Load profile of aggregation of 100 HAs, retail electricity prices and wholesale electricity prices in the Scenario #2

(Reprinted from our publication in [1] Copyright © 2015, IEEE)
5.4.4 Scenario #3: Open-Loop Load Control under RTP with $\lambda^{ap} = 0$

In this scenario, the HAs have ability to predict electricity prices using the price prediction model. The RA charged the HAs by the actual wholesale electricity price, i.e., the wholesale price was the same as the retail price. The simulation was conducted using a MacBook Pro with a 2.4 GHz Intel Core i5 processor and 8 GB of RAM memory. The computational time for solving the CP problem is about 0.4 seconds for a single HA.

The HAs scheduled the controllable loads to minimize the electricity payment. FIGURE 5-8 shows the simulation results. Both the RA and the HA benefited from a reduced electricity payment of $51.82. The PAPR was reduced to 1.54. The standard deviation was also decreased to 21.60 kW.

FIGURE 5-9 shows daily electricity bills comparing with the scenario #1. The average electricity payment of the HAs that own an EV was $1.05 and the average reduction was 17.5%. They had the maximum payment of $1.37 and the maximum reduction of 21.9%. The minimum payment was $0.76 and the minimum reduction was 12.3%. The HAs without an EV also benefited from the decreased bills of $0.39 (average), $0.78 (maximum) and $0.17 (minimum). The average, maximum and minimum percentage of decrease was 17.4%, 24.3% and 12.3% respectively.
FIGURE 5-8 Load profile of aggregation of 100 HAs, retail electricity prices and wholesale electricity prices in the Scenario #3

(Reprinted from our publication in [1] Copyright © 2015, IEEE)
FIGURE 5-9 Electricity payment (100 HAs) in the Scenario #1 and #3

(Reprinted from our publication in [1] Copyright © 2015, IEEE)
5.4.5 Scenario #4: Open-Loop Load Control under RTP with $\lambda^{ap} > 0$

This scenario evaluates the impact of dissatisfaction factor on the load schedule. We first use a single EV of a HA as an example of the controllable load and consider other loads as background loads to emphasize the impact of the dissatisfaction factor for an individual load. Secondly, we study the impact of the dissatisfaction factor to the whole load control model.

5.4.5.1 The Impact of $\lambda^{ap}$ on a Single EV

The plug-in time and must completed time of the EV was assumed at 17pm and 7am respectively. The initial SOC was 20%, which means the EV requires 4 hours to be fully charged. The background load profile is shown in the previous scenarios.

FIGURE 5-10 shows scheduled EV load using different dissatisfaction factors of 0, 0.4 and 0.8. From FIGURE 5-10 (a), we can see that the load is scheduled to the off-peak demand period to minimize the electricity payment without consideration of waiting time since the dissatisfaction factor is 0. By contrast, with dissatisfaction factor of 0.8, the EV load could not be scheduled shown in FIGURE 5-10 (c) since this high dissatisfaction factor represents the user preference to charge the EV immediately. FIGURE 5-10 (b) shows the situation where the dissatisfaction factor was 0.4, in which, the solution is a trade-off between electricity payment and waiting time.

FIGURE 5-11 shows the daily electricity payment versus waiting time using different dissatisfaction factors for a single EV. With increasing $\lambda^{ap}$ from 0 to 0.8, the daily electricity payment for a single EV increases from 74 cents to 94 cents while the waiting time decreases from 10 hours to 0 hour. The waiting time is calculated as follows:

$$\text{waiting time} = \text{completion time} - \text{plugin time} - \text{required charging time}.$$
For instance, if the plugin time is 17hr; the fully charged time is 21hr; and required charging-up time is 4 hours (i.e., it requires 4 hours to fully charge the EV), the waiting time is zero.
FIGURE 5-10 Scheduled EV load with different dissatisfaction factors. (a) $\lambda^{ap} = 0$, (b) $\lambda^{ap} = 0.4$, (c) $\lambda^{ap} = 0.8$

(Reprinted from our publication in [1] Copyright © 2015, IEEE)
FIGURE 5-11 Electricity payment V.S. waiting time using different dissatisfaction factors for a single EV

(Reprinted from our publication in [1] Copyright © 2015, IEEE)
5.4.5.2 The Impact of $\lambda^{ap}$ on the Load Control Model

We now discuss the impact of $\lambda^{ap}$ on the OL-LCM-RTP. TABLE 5-3 shows the observation of the PAPR, the standard deviation, the electricity payment from the HAs and the cost for the RA to buy the electricity with respect to different $\lambda^{ap}$ from 0 to infinity. The electricity payment from the HAs and the cost for the RA are essential the same since the RA charged the HAs by the wholesale electricity price. FIGURE 5-12 shows the plot of the observations of the standard deviation and the electricity payment from the HAs and the cost for the RA. A higher value of $\lambda^{ap}$ represents a greater level of dissatisfaction. We can see that with increasing the value of $\lambda^{ap}$, both the electricity payment and the standard deviation increased. More exactly, the electricity payment climbed from $51.82$ to $62.77$. The PAPR and the standard deviation increased from $1.54$ and $21.60$ kW to $2.32$ and $47.74$ kW respectively. $\lambda^{ap} = \infty$ represents that the HAs did not schedule the load at all, which is the same as the reference scenario #1.

FIGURE 5-13 shows the load profile and the electricity price with $\lambda^{ap} = 0.1$. In this case, the PAPR and the standard deviation was $1.72$ and $25.69$ kW respectively. The total electricity payment from the HAs was $53.23$. The average electricity payment of the HAs that own an EV was $1.07$, which was reduced by $15.4\%$ compared with the reference scenario #1. They had the maximum payment of $1.42$ with a reduction of $23.8\%$ and the minimum payment of $0.73$ with a reduction of $10.2\%$. The HAs without an EV also benefited from the decreased bills of $0.40$ (average), $0.80$ (maximum) and $0.17$ (minimum). The average, maximum and minimum percentage of decrease was $15.1\%$, $25.6\%$ and $8.3\%$ respectively.
TABLE 5-3 The impact of different $\lambda^{ap}$ on the OL-LCM-RTP in the scenarios of #4

<table>
<thead>
<tr>
<th>$\lambda^{ap}$</th>
<th>PAPR</th>
<th>Standard Deviation (kW)</th>
<th>Payment from HAs and Cost for RA ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.54</td>
<td>21.60</td>
<td>51.82</td>
</tr>
<tr>
<td>0.01</td>
<td>1.56</td>
<td>22.54</td>
<td>52.15</td>
</tr>
<tr>
<td>0.1</td>
<td>1.72</td>
<td>25.69</td>
<td>53.23</td>
</tr>
<tr>
<td>0.3</td>
<td>1.97</td>
<td>33.99</td>
<td>56.18</td>
</tr>
<tr>
<td>0.5</td>
<td>2.09</td>
<td>37.18</td>
<td>57.55</td>
</tr>
<tr>
<td>1</td>
<td>2.16</td>
<td>38.72</td>
<td>58.26</td>
</tr>
<tr>
<td>10</td>
<td>2.25</td>
<td>41.90</td>
<td>59.93</td>
</tr>
<tr>
<td>$\infty$</td>
<td>2.32</td>
<td>47.74</td>
<td>62.77</td>
</tr>
</tbody>
</table>
FIGURE 5-12 The observations with different $\lambda^{\text{ap}}$ in the scenarios of #4
FIGURE 5-13 Load profile of aggregation of 100 HAs, retail electricity prices and wholesale electricity prices with $\lambda^{ap} = 0.1$ in the Scenario #4
5.4.6 **Scenario #5: Closed-Loop Load Control under RTP with $\lambda_{ap} = 0.1$**

This scenario evaluates the CL-LCM-RTP and discusses how the feedback in terms of coordination and communication among the HAs help to reduce the PAPR, the standard deviation and the electricity payment. The impacts of EV penetration levels and flexible charging periods are evaluated as well. The HAs schedule their controllable loads based on global information. The new background load becomes the sum of the background load of the HA itself and the aggregated total load of the other HAs. The RA informs a HA with the other HAs’ load information, which is collected for billing purpose anyways.

We assume $\lambda_{ap} = 0.1$ in this scenario. The reason why we have picked $\lambda_{ap} = 0.1$ is because this value represents some levels of dissatisfaction for HAs to schedule the load while it is not very large to significantly affect the schedule of the controllable loads. It is not reasonable to pick a big value since scheduling the controllable loads in this study does not significantly affect users’ comfortable levels.

This closed-loop load scheduling is a round process. In the first round there were 45 HAs who scheduled their controllable loads and in the second round only 4 HAs rescheduled their controllable loads. There were no HAs rescheduling the load in the third round; therefore, the system can quickly converge at the second round.

FIGURE 5-14 shows the load profile and the electricity price using CL-LCM-RTP in this scenario. The PAPR and the standard deviation was 1.41 and 13.03 kW. FIGURE 5-15 shows daily electricity bills comparing with the scenario #1. The electricity payment and cost was $50.46. The average electricity payment of the HAs that own an EV was $1.03, which was reduced by 18.8%. They had the maximum payment of $1.33 with a reduction of 24.5% and the minimum payment of $0.79 with a reduction of 17.5%. The HAs without
an EV also benefited from the decreased bills of $0.37 (average), $0.77 (maximum) and $0.17 (minimum). The average, maximum and minimum percentage of decrease was 20.2%, 26.1% and 16.6% respectively.
FIGURE 5-14 Load profile of aggregation of 100 HAs, retail electricity prices and wholesale electricity prices with $\lambda^{ap} = 0.1$ in the Scenario #5 (CL-LCM-RTP)
FIGURE 5-15 Electricity payment (100 HAs) in the scenario #1 and #5
5.4.6.1 The Impact of EV Penetration Levels

In this subsection, we evaluate the impact of EV penetration levels on the system. We observe a normalized standard deviation of the load profile to remove the inherently influence from the increasing electricity EV charging demand. For the same reason, we do not observe the electricity payment because it is not comparable with the previous scenarios.

TABLE 5-4 shows the PAPR, the normalized standard deviation and the energy consumption with EV penetration levels of 20%, 30%, 40% and 50%. The PAPR was 1.41, 1.22, 1.21 and 1.19 respectively. The normalized standard deviation was 0.0366, 0.0309, 0.0451 and 0.0492 respectively. The energy consumption continuously increased from $1.72 \times 10^3$ kWh with 20% EV penetration to $2.36 \times 10^3$ kWh with 50% EV penetration.

FIGURE 5-16 shows a plot of the PAPR and the normalized standard deviation. We can see that the PAPR continuously decreases with more and more EV penetration. This is because that the increase of the peak demand is slower than the increase of average demand. However, the normalized standard deviation decreased to 0.0309 at 30% of EV penetration and then started to increase with more and more EV penetration since the charging period was restricted from home-arrival time to home-departure time. Therefore, the restricted EV charging period in the residential sector can be a bottleneck when EV penetration is beyond a certain level. This can be alleviated by considering charging EV in the working place, which is beyond the scope of this study. However, if we allow some EVs having a flexible charging period, the problem could be eased. For instance, if some customers do not drive the EV in the next day, the charging period can be any time in the following day. This is studied in the next subsection. FIGURE 5-17 and FIGURE 5-18 shows the aggregated load profile with EV penetration levels of 30% and 50% respectively.
TABLE 5-4 The PAPR and the normalized standard deviation of the load profile with EV penetration levels of 20%, 30%, 40% and 50%

<table>
<thead>
<tr>
<th>EV Penetration Level</th>
<th>20%</th>
<th>30%</th>
<th>40%</th>
<th>50%</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAPR</td>
<td>1.41</td>
<td>1.22</td>
<td>1.21</td>
<td>1.19</td>
</tr>
<tr>
<td>Normalized Standard Deviation</td>
<td>0.0366</td>
<td>0.0309</td>
<td>0.0451</td>
<td>0.0492</td>
</tr>
<tr>
<td>Energy Consumption (×10³ kWh)</td>
<td>1.72</td>
<td>1.93</td>
<td>2.15</td>
<td>2.36</td>
</tr>
</tbody>
</table>

FIGURE 5-16 The PAPR and the normalized standard deviation of the load profile with EV penetration levels of 20%, 30%, 40% and 50%
FIGURE 5-17 Load profile aggregated from 100 HAs with EV penetration levels of 30%

FIGURE 5-18 Load profile aggregated from 100 HAs with EV penetration levels of 50%


5.4.6.2 The Impact of EVs with a Flexible Charging Period

In this subsection, we evaluated the impacts of the flexible charging period in the case of 50% EV penetration (50 EVs). TABLE 5-5 summarizes the PAPR and the normalized standard deviation with different numbers of EVs having the flexible charging period. FIGURE 5-19 shows a plot of these observations. We can see that the normalized standard deviation continuously dropped from 0.0364 to 0.0017 with more and more EV (from 5 to 25) that could be charged any time in a day. The PAPR also decreased with subtle variations. FIGURE 5-20 and FIGURE 5-21 shows the load profiles with 5 and 15 flexibly charged EVs respectively. FIGURE 5-21 shows an almost perfect flat overall load profile if 15 of 50 EVs can have a flexible charging period.
TABLE 5-5 The PAPR and the normalized standard deviation of the load profile with different number of flexible charged EVs at a 50% EV penetration level

<table>
<thead>
<tr>
<th>Number of Flexible EV</th>
<th>PAPR</th>
<th>Normalized Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.16</td>
<td>0.0364</td>
</tr>
<tr>
<td></td>
<td>1.11</td>
<td>0.0185</td>
</tr>
<tr>
<td></td>
<td>1.03</td>
<td>0.0043</td>
</tr>
<tr>
<td></td>
<td>1.06</td>
<td>0.0034</td>
</tr>
<tr>
<td></td>
<td>1.04</td>
<td>0.0017</td>
</tr>
</tbody>
</table>

FIGURE 5-19 The PAPR and the normalized standard deviation of the load profile with different number of flexibly charged EVs at a 50% EV penetration level
FIGURE 5-20 Load profile aggregated from 100 HAs with EV penetration levels of 50%

(5 EVs have flexible charging time)

FIGURE 5-21 Load profile aggregated from 100 HAs with EV penetration levels of 50%

(15 EVs have flexible charging time)
5.5 Discussion

This section discusses the five scenarios and actual RTP programs. For the observations of the PAPR, the standard deviation and the total electricity payment, lower values are preferable. We discuss the scenario #2 first. The total electricity payment from the HAs is $51.56. However, the RA spends $64.25 on purchasing the electricity energy. Apparently, the market cannot be budget-balanced. In general, although a customer’s individual electricity payment can be reduced using day-ahead RTP, it is not a feasible plan if the customers are able to schedule the load accordingly.

TABLE 5-6 summarizes the observations of the PAPR, the standard deviation and the total electricity payment in the scenarios #1 (without load control), #3 (OL-LCM-RTP with \( \lambda^{ap} = 0 \)), #4 (OL-LCM-RTP with \( \lambda^{ap} = 0.1 \)) and #5 (CL-LCM-RTP with \( \lambda^{ap} = 0.1 \)). We can see that compared with the scenario #1, the PAPR, standard deviation and electricity payment decrease in the other scenarios. The value of observations in the scenario #3 are lower than the scenario #4 because the effect of dissatisfaction factor is assumed to zero (\( \lambda^{ap} = 0 \)) in the scenario #3 while \( \lambda^{ap} = 0.1 \) in the scenario #4. Using the CL-LCM-RTP mechanism in the scenario #5 (\( \lambda^{ap} = 0.1 \)), the quality of observations is the best among others because of the effect of the coordination and the communication. The electricity payment reduction using the OL-LCM-RTP and CL-LCM-RTP is 17.4% and 19.6% respectively. FIGURE 5-22 shows the load profiles simulated in these four scenarios.

The first large-scale residential RTP program in the U.S. was the Community Energy Cooperative’s Energy-Smart Pricing Plan (ESPP) [101]. The program was conducted in the service area of Commonwealth Edison in northern Illinois between 2003 (750
participants) and 2006 (1,500 participants), in which the peak demand was reduced by 15%. The Olympic Peninsula Project in Washington (2005) showed a peak demand reduction of 18% [101]. It is noted that the latter program equipped with DR-enabling technology, which shows usefulness.
TABLE 5-6 Comparison of the observations in the scenarios #1 (without load control), #3 (OL-LCM-RTP with $\lambda^{ap} = 0$), #4 (OL-LCM-RTP with $\lambda^{ap} = 0.1$) and #5 (CL-LCM-RTP with $\lambda^{ap} = 0.1$)

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Observations</th>
<th>PAPR (%)</th>
<th>Standard Deviation (kW) (%)</th>
<th>Total Payment ($) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario #1</td>
<td></td>
<td>2.32</td>
<td>47.74 (47.7%)</td>
<td>62.77 (62.7%)</td>
</tr>
<tr>
<td>Without load control</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#3 OL-LCM-RTP</td>
<td></td>
<td>1.54</td>
<td>21.60 (21.6%)</td>
<td>51.82 (51.8%)</td>
</tr>
<tr>
<td>$\lambda^{ap} = 0$</td>
<td></td>
<td>(33.6%)</td>
<td>(54.8%)</td>
<td>(17.4%)</td>
</tr>
<tr>
<td>#4 OL-LCM-RTP</td>
<td></td>
<td>1.72</td>
<td>25.69 (25.6%)</td>
<td>53.23 (53.2%)</td>
</tr>
<tr>
<td>$\lambda^{ap} = 0.1$</td>
<td></td>
<td>(25.9%)</td>
<td>(46.2%)</td>
<td>(15.2%)</td>
</tr>
<tr>
<td>#5 CL-LCM-RTP</td>
<td></td>
<td>1.41</td>
<td>13.03 (13.0%)</td>
<td>50.46 (50.4%)</td>
</tr>
<tr>
<td>$\lambda^{ap} = 0.1$</td>
<td></td>
<td>(39.2%)</td>
<td>(72.7%)</td>
<td>(19.6%)</td>
</tr>
</tbody>
</table>
FIGURE 5-22 Load profiles in the scenarios #1 (without load control), #3 (OL-LCM-RTP with $\lambda^{ap}=0$), #4 (OL-LCM-RTP with $\lambda^{ap}=0.1$) and #5 (CL-LCM-RTP with $\lambda^{ap}=0.1$)
TABLE 5-7 illustrates the individual electricity payment from the HAs in the scenarios #1 (without load control), #3 (OL-LCM-RTP with $\lambda_{ap} = 0$), #4 (OL-LCM-RTP with $\lambda_{ap} = 0.1$) and #5 (CL-LCM-RTP with $\lambda_{ap} = 0.1$). In all the scenarios, the electricity payment of the HAs with an EV is higher than the HAs without an EV since EV charging represents a significant electricity demand. However, we can see that all HAs benefit from a reduced electricity payment with DR using the proposed mechanism regardless of controllable load usage, amount of energy consumed or EV ownership in the scenarios #3, #4 and #5. It is noted that, in the experiments, there were 24 HAs who did not use controllable loads in the simulation day and 80% of homes do not own an EV. FIGURE 5-23 shows the individual electricity payments in these scenarios.
TABLE 5-7 The summary of the individual electricity payment in the scenarios #1 (without load control), #3 (OL-LCM-RTP with $\lambda^{ap} = 0$), #4 (OL-LCM-RTP with $\lambda^{ap} = 0.1$) and #5 (CL-LCM-RTP with $\lambda^{ap} = 0.1$)

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Have EVS</th>
<th>Electricity Payment ($)</th>
<th>Payment Reduction (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Average</td>
<td>Max</td>
</tr>
<tr>
<td>#1 Without load control</td>
<td>Yes</td>
<td>1.27 1.66 0.97</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>0.47 0.96 0.21</td>
<td>-</td>
</tr>
<tr>
<td>#3 OL-LCM-RTP</td>
<td>Yes</td>
<td>1.05 1.37 0.76</td>
<td>17.5</td>
</tr>
<tr>
<td>$\lambda^{ap} = 0$</td>
<td>No</td>
<td>0.39 0.78 0.17</td>
<td>17.4</td>
</tr>
<tr>
<td>#4 OL-LCM-RTP</td>
<td>Yes</td>
<td>1.07 1.42 0.73</td>
<td>15.4</td>
</tr>
<tr>
<td>$\lambda^{ap} = 0.1$</td>
<td>No</td>
<td>0.40 0.80 0.17</td>
<td>15.1</td>
</tr>
<tr>
<td>#5 CL-LCM-RTP</td>
<td>Yes</td>
<td>1.03 1.33 0.79</td>
<td>18.8</td>
</tr>
<tr>
<td>$\lambda^{ap} = 0.1$</td>
<td>No</td>
<td>0.37 0.77 0.17</td>
<td>20.2</td>
</tr>
</tbody>
</table>
FIGURE 5-23. The individual electricity payments of the HAs in the scenarios #1 (without load control), #3 (OL-LCM-RTP with $\lambda_{ap} = 0$), #4 (OL-LCM-RTP with $\lambda_{ap} = 0.1$) and #5 (CL-LCM-RTP with $\lambda_{ap} = 0.1$)
5.6 Summary

RTP as a DR policy has great potential to reduce electricity payments and improve the stability of the power system with DR implementation, and responding to RTP requires DR enabling technologies. Several models including the heterogeneous load prediction model, the real-time price model, the OL-LCM-RTP and the CL-LCM-RTP are developed to associate with the proposed MAS. Simulation results show that the PAPR, the standard deviation and electricity payments are significantly reduced using the proposed mechanisms.

Day-ahead RTP can cause peak demand rebound in the scenario #2; therefore, it is considered as an infeasible plan without coordination among homes. In the scenario #3, the HAs solve the proposed OL-LCM-RTP problem to minimize the electricity payment based the predicted electricity price. The scheduled electricity load is significantly better than without load control. In addition, the HAs do not expose the electricity usage to the other HAs. Furthermore, it does not requires coordination among HAs. In the scenario #4, we study the impact of the dissatisfaction factor in the OL-LCM-RTP on the system. We can see that the electricity payment increases while the waiting time decreases with increasing the dissatisfaction factor. Users can determine a “best” value for the dissatisfaction factor to find a trade-off between electricity payment and waiting time.

The scenario #5 evaluates the proposed CL-LCM-RTP, which appears the best case among others since it incorporates the feedback from the RA with the communication and the cooperation among the HAs. One of the significant advantages is that the solution is globally optimal while the disadvantage is the requirement of a certain level of communication. The utility or the society needs to value the trade-off to determine a “best”
mechanism to apply. We also evaluated the impacts of different levels of EV penetration to the system. The study shows the increasing opportunities to flatten the load profile and improve the reliability of the power system via scheduling more and more EV charging demand. However, the restricted charging period at the residential sector can be a bottleneck when the EV penetration exceed a certain level. This can be alleviated by allowing the EV being charged at working place or being charged in a more flexible time period.

The optimal control of electricity consumption is evaluated in a simulation environment in this study. It can also be extended into a real-time environment, where the load prediction of the HA is replaced by real-time actual electricity consumption and the CP problem is solved hourly. The wholesale electricity prediction of the RA can be also replaced by actual prices by incorporation of bidding from multiple generators.
CHAPTER 6
OPTIMAL DR IMPLEMENTATION UNDER TOU

6.1 Load Control Model under TOU

The LCM-TOU is modelled by a LP problem enabling HAs to make intelligent decisions to minimize electricity payments. Except for the price structure, the difference of this model from the load control models under RTP (OL-LCM-RTP and CL-LCM-RTP) is the objective function. More precisely, the TOU is a sequence of predetermined prices with time; therefore the electricity payment is a linear function. In addition, a random weighted sequence/set is deployed in the penalty function. The constraints remain the same; however, they are duplicated here for audiences’ convenience.

\[
\text{minimize} \quad \sum_{t \in T} \left( p_{TOU} \sum_{a \in \mathcal{AP}} l_{t}^{ap} \right) + \sum_{t \in T} \sum_{a \in \mathcal{AP}} \lambda^{ap} w^{ap} w_{rand} l_{t}^{ap}
\]

\[
\text{subject to:}
\]

\[
0 \leq l_{t}^{ap} \leq q_{rated}^{ap}, \forall \ ap \in \mathcal{AP}, t \in [t_{0}^{ap}, t_{1}^{ap}]
\]

\[
l_{t}^{ap} = 0, \forall \ ap \in \mathcal{AP}, t \in T \setminus [t_{0}^{ap}, t_{1}^{ap}]
\]

\[
\sum_{a} \sum_{t} l_{t}^{ap} = E_{c}^{ap}, \forall \ ap \in \mathcal{AP}, t \in [t_{0}^{ap}, t_{1}^{ap}]
\]

\[
\sum_{a \in \mathcal{AP}} l_{t}^{ap} + \sum_{a \in \mathcal{AP}} \bar{l}_{t}^{ap} \leq Q_{HA}^{max}, \forall \ t \in T
\]
In the objective function, the electricity price $p_{TOU}$ is defined as follows.

$$p_{TOU} = \begin{cases} 
    p_{off-peak} & \forall t_{off-peak} \\
    p_{mid-peak} & \forall t_{mid-peak} \\
    p_{on-peak} & \forall t_{on-peak}
\end{cases} \quad (13)$$

The electricity payment $\sum_{t \in T} (p_{TOU} \sum_{ap \in AP} l_{ap}^{tp})$ is a linear function since the price $p_{TOU}$ is independent on the decision variable $l_{ap}^{tp}$. The second term is a linear function of load $l_{ap}^{tp}$, where $w_{ap}^{rand}$ is a set of random number following a uniform distribution. The $w_{ap}^{rand}$ is designed to avoid peak demand rebound at the start time of the lowest price period (see the scenario #7). The parameters of $\lambda_{ap}$ and $w_{ap}$ are discussed in section 5.2. The term $\sum_{t \in T} \sum_{ap \in AP} \lambda_{ap} w_{ap}^{rand} l_{ap}^{tp}$ penalizes the scheduling levels to find a trade-off among three factors: 1) the minimum electricity payment; 2) comfort levels with waiting time; and 3) to avoid the peak demand rebound, existing a little of unpredictable load scheduling behaviours, but still, without affecting the next usage.

6.2 Experiments and Numerical Analysis

This section presents simulation results and the numerical analysis for three scenarios and we continually number the scenarios from CHAPTER 5.

#6: Without load control under TOU. The HAs do not take actions to control load. This is the reference scenario in the study under TOU.

#7: LCM-TOU without $w_{ap}^{rand}$. The RA announces TOU and will charge the HAs with the announced prices. We also evaluates the impacts of dissatisfaction factor $\lambda_{ap}$.

#8: LCM-TOU with $w_{ap}^{rand}$. This scenario evaluates the impacts of $w_{ap}^{rand}$ and the TOU program participation levels as well.
The experimental configurations are the same as discussed in section 5.4.1 or we state otherwise. The LP problem is solved by the CVX, a package for specifying and solving convex programs [99, 100].

6.2.1 Scenario #6: Without Load Control under TOU

This scenario is the reference in the study under TOU. The HAs do not take any actions to control load. FIGURE 6-1 shows the simulation results in this scenario. The wholesale electricity price is shown by the red dash line. The blue dash-dot line shows the TOU rate in the retail market assuming a budget-balanced market.

The TOU rate is calculated as follows. The energy consumption was 1,716.9 kWh. To purchase this amount of energy from the wholesale market, the retailer spent $62.77 based on the wholesale price. The HAs are charged by the TOU. The off-peak demand period is defined from 23hr to 6hr; the mid-peak demand period is from 7hr to 16hr; and the on-peak demand period is from 17hr to 22hr. Assuming $p_{\text{on}_\text{peak}} = 2 \times p_{\text{off}_\text{peak}}$ and $p_{\text{mid}_\text{peak}} = 1.5 \times p_{\text{off}_\text{peak}}$, then to keep a budget-balanced market, we have $p_{\text{off}_\text{peak}} \times t_{\text{off}_\text{period}} + 1.5 \times p_{\text{off}_\text{peak}} \times t_{\text{mid}_\text{period}} + 2 \times p_{\text{off}_\text{peak}} \times t_{\text{on}_\text{period}} = $62.77. By solving this equation, we have $p_{\text{off}_\text{peak}} = 2.1747 \text{ cents} / \text{kWh}$ and hence $p_{\text{mid}_\text{peak}} = 3.2621 \text{ cents} / \text{kWh}$ and $p_{\text{on}_\text{peak}} = 4.3494 \text{ cents} / \text{kWh}$.

The individual HA’s electricity bills are shown by the blue circles in FIGURE 6-11 in section 6.3. The average electricity payments of the HAs that own an EV was $1.32. The maximum and minimum electricity bill was $1.83 and $0.78 respectively. The electricity payment of the HAs without an EV was $0.45 (average), $0.86 (maximum) and $0.19 (minimum).
The PAPR was 2.32 and the standard deviation of the load profile was 47.74 kW. The usages of controllable loads are as follows: 25 usages of Dish Washer, 33 usages of Dryers, and 20 usages of EVs. In addition, there were 24 HAs who did not use controllable loads in the simulation day.
FIGURE 6-1. Load profile of aggregation of 100 HAs, retail electricity prices and wholesale electricity prices in the Scenario #6
6.2.2 Scenario #7: Load Control Model under TOU without $w_{\text{rand}}^{ap}$

The HAs scheduled the controllable loads based upon TOU by solving the LP problem shown in section 6.1. In this scenario, we assume $w_{\text{rand}}^{ap} = 1$, i.e., it does not play any roles in the penalty function. Since the prices are constant in each period, an earlier time in each period is strictly better than later; therefore, even though scheduling the controllable loads (e.g., EV) does not significantly affect significantly users’ comfortable levels, it is not reasonable to assume that $\lambda^{ap}$ is zero. This is unlike the situation under RTP. We assume that the controllable loads (dish washer, clothes dryer and EV) have the same $\lambda^{ap}, \forall ap \in \mathcal{CAP}$.

FIGURE 6-2 shows the simulation results with $\lambda^{ap} = 0.01$. The blue dash-dot line shows the TOU. Since an earlier time in each period is strictly better than later, even with a small dissatisfaction factor (e.g., $\lambda^{ap} = 0.01$), the controllable loads were shifted to the lowest price period and hence generated a higher new peak demand in the lowest price period. The red dash line shows the actual wholesale electricity price based on the scheduled load profile. Apparently, the HAs can benefit with lower bills from shifting load to low price periods. However, the total electricity payment from the HAs in the case of $\lambda^{ap} = 0.01$ was $53.10 while to purchase the electricity energy from the wholesale market using the actual wholesale price, the retailer needs $65.63. In addition, the PAPR and the standard deviation with $\lambda^{ap} = 0.01$ was increased to 3.56 and 53.05 kW respectively.
FIGURE 6-2. Load profile of aggregation of 100 HAs, retail electricity prices and wholesale electricity prices in the Scenario #6 with $\lambda^{op} = 0.01$
We now evaluate the impact of $\lambda^{ap}$. TABLE 6-1 shows the observation of the PAPR, the standard deviation, the electricity payment from the HAs and the cost for the RA to buy the electricity with respect to different $\lambda^{ap}$ from 0.001 to infinity. FIGURE 6-3 shows the plot of these observations. A higher value of $\lambda^{ap}$ represents a greater level of dissatisfaction to schedule the controllable load. As mentioned earlier, even with a small dissatisfaction factor, the controllable loads can be shifted to the lowest price period. The electricity payment from the HAs gradually increased from $53.10$ ($\lambda^{ap} = 0.001$) to $62.77$ at $\lambda^{ap} = \infty$ where the HAs did not participate the TOU program. A high standard deviation was shown at low $\lambda^{ap} = 0.001$. With $\lambda^{ap}$ increasing, the standard deviation decreased and reached the bottom (30.75 kW) at $\lambda^{ap} = 0.2$, after that, it gradually climbed to 47.74 kW when $\lambda^{ap}$ went to infinity, which was the same as the reference scenario #6. The cost for the RA and the PAPR showed the same pattern as the standard deviation.

Similar to the scenario #2, if the HAs are willing to shift the controllable with low dissatisfaction factor, it can cause peak demand rebound at the start time of low price periods. It appears that the best case occurs when $\lambda^{ap} = 0.2$. The load profile and electricity prices at $\lambda^{ap} = 0.2$ is shown in FIGURE 6-4. Even this best case appears unacceptable. Although, the PAPR and the standard deviation is reduce, we can also see a peak rise at the start time of the lowest price period. In addition, the HAs’ dissatisfaction factor are not easy to observe and also not controllable.
TABLE 6-1. The observations with different $\lambda^{ap}$ in the scenarios of #6

<table>
<thead>
<tr>
<th>$\lambda^{ap}$</th>
<th>PAPR</th>
<th>Standard Deviation (kW)</th>
<th>Payment from HAs ($)</th>
<th>Cost for RA ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>3.56</td>
<td>51.96</td>
<td>53.10</td>
<td>65.64</td>
</tr>
<tr>
<td>0.01</td>
<td>3.56</td>
<td>51.95</td>
<td>53.10</td>
<td>65.63</td>
</tr>
<tr>
<td>0.03</td>
<td>3.56</td>
<td>52.45</td>
<td>53.10</td>
<td>65.92</td>
</tr>
<tr>
<td>0.05</td>
<td>3.56</td>
<td>52.15</td>
<td>53.10</td>
<td>65.73</td>
</tr>
<tr>
<td>0.07</td>
<td>3.47</td>
<td>51.13</td>
<td>53.23</td>
<td>65.05</td>
</tr>
<tr>
<td>0.09</td>
<td>3.14</td>
<td>45.45</td>
<td>53.68</td>
<td>61.76</td>
</tr>
<tr>
<td>0.11</td>
<td>2.80</td>
<td>37.64</td>
<td>54.46</td>
<td>57.81</td>
</tr>
<tr>
<td>0.13</td>
<td>2.62</td>
<td>34.87</td>
<td>54.70</td>
<td>56.56</td>
</tr>
<tr>
<td>0.15</td>
<td>2.39</td>
<td>32.29</td>
<td>55.03</td>
<td>55.32</td>
</tr>
<tr>
<td>0.17</td>
<td>2.22</td>
<td>31.24</td>
<td>55.16</td>
<td>54.91</td>
</tr>
<tr>
<td>0.2</td>
<td>2.22</td>
<td>30.75</td>
<td>55.16</td>
<td>54.75</td>
</tr>
<tr>
<td>0.3</td>
<td>2.22</td>
<td>33.18</td>
<td>55.97</td>
<td>55.68</td>
</tr>
<tr>
<td>0.5</td>
<td>2.25</td>
<td>38.97</td>
<td>59.39</td>
<td>58.37</td>
</tr>
<tr>
<td>0.7</td>
<td>2.25</td>
<td>40.59</td>
<td>60.21</td>
<td>59.13</td>
</tr>
<tr>
<td>1</td>
<td>2.25</td>
<td>42.18</td>
<td>61.17</td>
<td>59.97</td>
</tr>
<tr>
<td>2</td>
<td>2.25</td>
<td>42.94</td>
<td>61.70</td>
<td>60.42</td>
</tr>
<tr>
<td>3</td>
<td>2.25</td>
<td>43.16</td>
<td>61.92</td>
<td>60.49</td>
</tr>
<tr>
<td>$\infty$</td>
<td>2.32</td>
<td>47.74</td>
<td>62.77</td>
<td>62.77</td>
</tr>
</tbody>
</table>
FIGURE 6-3. The observations with different $\lambda^{ap}$ in the scenario #7
FIGURE 6-4. Load profile of aggregation of 100 HAs, retail electricity prices and wholesale electricity prices in the Scenario #7 with $\lambda_{ap} = 0.2$
6.2.3 Scenario #8: Load Control Model under TOU with $w_{rand}^{ap}$

In this scenario, we evaluate $w_{rand}^{ap}$ and study the impact of different levels of TOU participation as well.

6.2.3.1 The Impact of $w_{rand}^{ap}$

The uniform random weights $w_{rand}^{ap}$ provides variations for the flat price in certain periods. In the objective function, the term $\sum_{t \in T} \sum_{a \in C, \ AP} \lambda^{ap} w^{ap} w_{rand}^{ap} l_t^{ap}$ penalizes the scheduling levels to find the trade-off among three factors: 1) the minimum electricity payment; 2) comfort levels with waiting time; and 3) to avoid peak demand rebound, existing a little of unpredictable load scheduling behaviours, but still, without affecting the next usage. We assume $\lambda^{ap} = 0.01$. $w_{rand}^{ap}$ is a set of uniformly distributed random numbers with 24 elements in it. In this subsection, we assume that 100% of HAs are willing to participate the TOU program for evaluation of $w_{rand}^{ap}$.

It is noted that since the $w_{rand}^{ap}$ follows a uniform distribution, the schedule level do not depend on the norm of this set as long as it is big enough to influence the dissatisfaction factor $\lambda^{ap}$ in the penalty function while is small enough not to dominate the whole objective function. FIGURE 6-5 shows the plot of the observations of the standard deviation, the electricity payment from the HAs and the cost for the RA with different norm-1 values $|w_{rand}^{ap}|_1$ (i.e., average value), from 0.1 to 100. We can see that the observations are greatly stable for $1 \leq |w_{rand}^{ap}|_1 \leq 10$. 
FIGURE 6-5. The observations with different $|w_{rand}^{ap}|_1$ in the scenario #8
FIGURE 6-6 shows the simulation results with $|w_{\text{rand}}^{ap}|_1 = 2$, which is selected from the stable range. The PAPR and standard deviation of the load profile was 1.96 and 30.25 kW respectively. The total electricity payment from the 100 HAs was $53.10 and the electricity cost for the RA was $54.59. Although, there is a small mismatch between electricity payment from HAs and the cost for the RA, the quality of all the observations are improved. This mismatch can be leveled by increasing the TOU rate. The observations in the reference scenario #6 are duplicated as follows for a quick comparison. The PAPR was 2.32 and the standard deviation was 47.74 kW. Both the electricity payment from the HAs and the cost for the RA was $62.77.
FIGURE 6-6. Load profile of aggregation of 100 HAs, retail electricity prices and wholesale electricity prices in the Scenario #8 with $\lambda_{ap}=0.01$, $|w_{rand}^{ap}|_1 = 2$, and TOU participation percentage = 100%
6.2.3.2 The Impact of TOU Participation Levels

By incorporating $w_{\text{rand}}^{ap}$, the simulation results show the promising application of TOU. We now study how the participation levels can affect the DR implementation. We continuous to assume $\lambda^{ap} = 0.01$ and $|w_{\text{rand}}^{ap}| = 2$.

There are two ways to interpret the participation levels. 1) the percentage of HAs who sign a contract with the RA to participate the TOU; 2) the HAs only have some fraction of ability to participate the TOU due to lack of DR enable technologies (e.g., smart meter). In this study, we use the first interpretation.

TABLE 6-2 and FIGURE 6-7 show the observations with different levels of TOU participation. From the zero level to the 50% participation level, we can see that the standard deviation decreased from 47.74 kW to 28.59 kW, while if the participation level is greater than 50%, the standard deviation slightly increased and stayed at an approximate level of 30 kW till 100% participation. The PAPR had a similar pattern as the standard deviation. The electricity payment from the HAs continuously decreased from $62.77 (no participation) to $53.10 (100% participation). Apparently, the more the HAs participate the TOU program the more savings they can have. The cost to buy the electricity energy for the RA also dropped from $62.77 with no HAs participating the TOU to $54.16 at the participation level of 50%. After that, the incremental interests were subtle and the cost hovered at about $54.6.

In terms of the quality of the PAPR, the standard deviation and the electricity cost for the RA, the 50% participation level appears to be the best case. FIGURE 6-8 shows the simulation results for the 50% participation level. In terms of the electricity payments for
the HAs, the best case occurred at the participation level of 80%. FIGURE 6-9 show the simulation results for the 80% participation level.
TABLE 6-2. The observations with different levels of TOU participation in the scenarios of #8 ($\lambda^{ap}=0.01$ and $|w_{ran}^{ap}| = 2$)

<table>
<thead>
<tr>
<th>Percentage Participation</th>
<th>PAPR</th>
<th>Standard Deviation (kW)</th>
<th>Payment from HAs ($)</th>
<th>Cost for RA ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%</td>
<td>2.32</td>
<td>47.74</td>
<td>62.77</td>
<td>62.77</td>
</tr>
<tr>
<td>10%</td>
<td>2.31</td>
<td>44.58</td>
<td>61.87</td>
<td>61.25</td>
</tr>
<tr>
<td>20%</td>
<td>2.16</td>
<td>39.43</td>
<td>60.72</td>
<td>58.50</td>
</tr>
<tr>
<td>30%</td>
<td>2.02</td>
<td>36.88</td>
<td>59.97</td>
<td>57.50</td>
</tr>
<tr>
<td>40%</td>
<td>1.84</td>
<td>33.71</td>
<td>58.66</td>
<td>56.03</td>
</tr>
<tr>
<td>50%</td>
<td>1.84</td>
<td>28.59</td>
<td>58.00</td>
<td>54.16</td>
</tr>
<tr>
<td>60%</td>
<td>1.76</td>
<td>29.71</td>
<td>56.62</td>
<td>54.32</td>
</tr>
<tr>
<td>70%</td>
<td>1.78</td>
<td>30.47</td>
<td>55.77</td>
<td>54.61</td>
</tr>
<tr>
<td>80%</td>
<td>2.11</td>
<td>30.52</td>
<td>54.47</td>
<td>54.69</td>
</tr>
<tr>
<td>90%</td>
<td>2.12</td>
<td>30.45</td>
<td>53.54</td>
<td>54.66</td>
</tr>
<tr>
<td>100%</td>
<td>1.96</td>
<td>30.25</td>
<td>53.10</td>
<td>54.59</td>
</tr>
</tbody>
</table>
FIGURE 6-7. The observations with different TOU participation levels in the scenario #8

\( (\lambda^{ap}=0.01 \text{ and } |w_{rand}^{ap}|_1 = 2) \)
FIGURE 6-8. Load profile of aggregation of 100 HAs, retail electricity prices and wholesale electricity prices in the Scenario #8 with $\lambda=0.01$, $\|w_{rand}^{ap}\|_1 = 2$, and TOU participation percentage = 50%.

FIGURE 6-9. Load profile of aggregation of 100 HAs, retail electricity prices and wholesale electricity prices in the Scenario #9 with $\lambda=0.01$, $\|w_{rand}^{ap}\|_1 = 2$, and TOU participation percentage = 80%.
6.3 Discussion

We discuss and evaluate the scenarios #6 ~ #8 in this section. The scenario #6 is the reference for evaluating the LCM-TOU.

The scenario #7 shows a peak demand rebound at the start time of the lowest price period if all the HAs are willing to participate the TOU program using the LCM-TOU without $w_{\text{rand}}^{ap}$. In addition, the impacts of the different dissatisfaction factor $\lambda^{ap}$ on load scheduling is studied as well. If some customers are frustrated to schedule the controllable load, the peak demand rebound can be alleviated. The best case happens at $\lambda^{ap} = 0.2$, in which the standard deviation and electricity cost reaches the bottom value of 30.75 kW and $54.75$ respectively. However, it is very difficult to observe and control users’ dissatisfaction factor of scheduling load. Furthermore, the observations are still not satisfied.

The scenario #8 shows the promising applicability of the LCM-TOU with $w_{\text{rand}}^{ap}$. This scenario assume a reasonable small dissatisfaction factor $\lambda^{ap} = 0.01$ and evaluates the impact of TOU participation levels. In the case of 100% participation level, the PAPR and standard deviation of the load profile is reduced to 1.96 and 30.25 kW respectively. The total electricity payment from the 100 HAs is $53.10$ and the electricity cost for the RA was $54.59$. Although, there is small mismatch between electricity payment from HAs and the cost for the RA, the quality of all the observations are improved.

In term of the quality of the PAPR, the standard deviation and the electricity cost for the RA, the 50% participation level appears the best case. In terms of the electricity payments for the HAs, the best case occurs at the participation level of 80%. TABLE 6-3 summarizes the observations in the scenario #6 (without load control), the scenario #7
without \( w_{\text{rand}}^{ap} \) and \( \lambda^{ap} = 0.2 \), and the scenario #8 with \( w_{\text{rand}}^{ap} \), 50% & 80% participation level. FIGURE 6-10 shows the load profiles among these cases.

At the participation level of 50%, the standard deviation is the minimum of 28.59 kW. The cost for the RA to buy the electricity energy is also at the minimum ($54.16) and the electricity payment from the HAs is $58.00; therefor the RA has $3.84 profit. At the participation level of 80%, the cost for the RA and the electricity payment from the HAs are almost balanced, in which the cost is $54.69 and the electricity payment from the HAs is $54.47. The TOU participation level is easy to control or at least easy to know for the RA and it is suitable to control the participation level between 50% and 80%. In this range, the incremental interests for the RA is subtle, in which the cost stays around $54.6.

TABLE 6-4 summarizes the statistical information of the electricity payment for the 80% participants. FIGURE 6-11 shows electricity payment for the individual HAs in the scenario #6 and the scenario #8 with the 80% TOU participation level. Interestingly, we can see that the #20 HA who is not a participant, has a great reduced electricity payment. The reason is because that the HA happens to come home late and charging its EV immediately when is the lowest price period.
TABLE 6-3 The observations in the scenario #6 (without load control under TOU), the scenario #7 (without $w_{rand}^{ap}$ and $\lambda^p = 0.2$) and the scenario #8 (with $w_{rand}^{ap}$, 50% & 80% participation level).

<table>
<thead>
<tr>
<th></th>
<th>PAPR (% Reduction)</th>
<th>Standard Deviation (kW) (% Reduction)</th>
<th>Payment from HAs ($) (% Reduction)</th>
<th>Cost for RA ($) (% Reduction)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario #6</td>
<td>2.32</td>
<td>47.74</td>
<td>62.77</td>
<td>62.77</td>
</tr>
<tr>
<td>#7 without $w_{rand}^{ap}$ and $\lambda^p = 0.2$</td>
<td>2.22 (4.3%)</td>
<td>30.75 (35.6%)</td>
<td>55.16 (12.1%)</td>
<td>54.75 (12.8%)</td>
</tr>
<tr>
<td>#8 with $w_{rand}^{ap}$ participation level = 50%</td>
<td>1.84 (20.7%)</td>
<td>28.59 (40.1%)</td>
<td>58.00 (7.6%)</td>
<td>54.16 (13.7%)</td>
</tr>
<tr>
<td>#8 with $w_{rand}^{ap}$ participation level = 80%</td>
<td>2.11 (9.1%)</td>
<td>30.52 (36.1%)</td>
<td>54.47 (13.2%)</td>
<td>54.69 (12.9%)</td>
</tr>
</tbody>
</table>

TABLE 6-4 The summary of the individual electricity payment in the scenarios #6, #8 with the 80% TOU participation level

<table>
<thead>
<tr>
<th></th>
<th>Have EVS</th>
<th>Electricity Payment ($)</th>
<th>Payment Reduction (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Average</td>
<td>Max</td>
</tr>
<tr>
<td>Scenario #6</td>
<td>Yes</td>
<td>1.32</td>
<td>1.83</td>
</tr>
<tr>
<td>without $w_{rand}^{ap}$</td>
<td>No</td>
<td>0.45</td>
<td>0.86</td>
</tr>
<tr>
<td>Scenario #8</td>
<td>Yes</td>
<td>0.92</td>
<td>1.24</td>
</tr>
<tr>
<td>with $w_{rand}^{ap}$</td>
<td>No</td>
<td>0.44</td>
<td>0.86</td>
</tr>
</tbody>
</table>
FIGURE 6-10 Load profiles of the scenarios #6 (without load control), #7 (without $w_{\text{rand}}^{ap}$ and $\lambda^{ap}=0.2$) and #8 (with $w_{\text{rand}}^{ap}$, participation level of 50% & 80%)
FIGURE 6-11 The individual electricity payments of the HAs in the scenarios #6 (without load control) and #8 (with $w_{\text{rand}}^{ap}$ and participation level of 80%)
Several TOU programs were run in the period from 2001 to 2007. The TOU programs without DR-enabling technology supporting include the California statewide pricing pilot (2003-2004), the Ontario Energy Board smart price pilot (2006-2007) and the Puget Sound Energy’s TOU program (2001-2002) and the TOU programs with DR-enabling technology have the California automated DR system pilot (2004-2005), the Gulf power select program (2000-2001), and the Public Service Electric and Gas residential pilot program (200-2007). The peak demand reduction in these programs are summarized in TABLE 6-5 [101]. We can see that the DR-enabling technologies are greatly effective.
<table>
<thead>
<tr>
<th>Programs</th>
<th>DR-Enabling Technology</th>
<th>Peak Demand Reduction (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>California state wide pricing pilot (2003-2004)</td>
<td>NO</td>
<td>5%</td>
</tr>
<tr>
<td>Ontario Energy Board smart price pilot (2006-2007)</td>
<td>NO</td>
<td>5%</td>
</tr>
<tr>
<td>Puget Sound Energy’s TOU program (2001-2002)</td>
<td>NO</td>
<td>5%</td>
</tr>
<tr>
<td>California automated DR system pilot (2004-2005)</td>
<td>YES</td>
<td>28%</td>
</tr>
<tr>
<td>Gulf power select program (2000-2001)</td>
<td>YES</td>
<td>22%</td>
</tr>
<tr>
<td>Public Service Electric and Gas residential pilot program (200-2007)</td>
<td>YES</td>
<td>21%</td>
</tr>
</tbody>
</table>
6.4 Summary

The LCM-TOU is proposed for DR implementing based on the TOU. Experiments are conducted in three scenarios using numerical analysis.

We can see that the DR implementation can cause higher peak demand rebound in the start time of the lowest price period in the scenario #7 (LCM-TOU without $w_{\text{rand}}^{ap}$). Although, this peak demand rebound can be eased if there are HAs who are frustrated (incorporated by the dissatisfaction factor) to schedule their controllable load, the simulation results are not satisfactory even in the best case where $\lambda^{ap} = 0.2$. Furthermore, the dissatisfaction factor is difficult to observe and control.

The LCM-TOU with $w_{\text{rand}}^{ap}$ is evaluated in the scenario #8. The simulation results show that the peak demand rebound is avoided and the PAPR and standard deviation are both reduced by 15.5% and 36.6% respectively at the participation level of 100%; however, in this case the cost for the RA is greater than the electricity payment from the HAs. The range from 50% to 80% of participation levels appear to be “best cases” for the welfare of the society, in which the PAPR and standard deviation are approximately reduced by 14% and 39% respectively, and the electricity payments from the HAs and the cost for the RA can be balanced in this range. More exactly, the electricity payments from the HAs are greater than or almost equal to the cost for RA. To keep the budget-balanced market, the RA should propose some mechanism to pay back the earnings to the HAs. If the participation level is greater than 80%, the RA needs to raise the TOU rate. Furthermore, at the participation level of 50% (the load profile is shown by the red line in FIGURE 6-10) can be identified as the best case for the welfare of the society, in which the standard deviation and the cost for the RA is the lowest among all the cases under TOU.
CHAPTER 7
CONCLUSIONS AND RECOMMENDATIONS

DR as an essential component of the smart grid plays a key role to reduce peak demand and improve the energy efficiency and the stability of the power system. A successful DR implementation requires both the DR enable technologies and the DR policies. This thesis proposes a MAS to evaluate both these aspects considering a general wholesale electricity market, and focuses on the power and information flow in the distribution network in a residential sector. The residential users are modeled by the heterogeneous HAs and the power provider (retailer/utility) is captured by the RA. We assume the end-users are equipped with a home EMS and a smart meter. Two popular price-based DR policies are evaluated, namely RTP and TOU.

A residential load prediction model is proposed to forecast the electricity load profile for heterogeneous HAs. This load prediction model simulates the benchmark based on statistical information of how people use their appliances including EVs. Each HA has a unique load profile depending on its heterogeneous local configurations.

Under the RTP, the OL-LCM-RTP and the CL-LCM-RTP are formulated to CP problems to minimize both the electricity payment and the penalty function associated with the dissatisfaction factor $\lambda_{ap}$ in order to find a trade-off between the minimum electricity payment and comfort levels with waiting time. The electricity price prediction model is proposed to forecast RTP and is incorporated into the objective function of the CP problems. The proposed MAS incorporating these models are evaluated in five scenarios. The scenario #1 is the reference, in which no load control action is taken. The scenario #2
shows that the day-ahead announced RTP can cause peak demand rebound in the lowest price time since all the HAs synchronize their controllable loads accordingly.

The OL-LCM-RTP with $\lambda^{ap} = 0$ is examined in the scenario #3. The simulation results show that the PAPR, the standard deviation and the electricity payment is reduced by 33.6%, 54.8% and 17.4% respectively. The PAPR and the standard deviation can both describe the stability of the power system and small values represent high stability. In this scenario, the HAs schedule their controllable loads based on local information; therefore, it is called an open-loop control model and it only requires a minimum of communication between the utility/retailer and multiple homes. This is greatly useful because the infrastructure for communication is still under development. Since HAs minimize electricity payments locally, the privacy of users is not sacrificed.

The scenario #4 evaluates the OL-LCM-RTP with $\lambda^{ap} > 0$. The simulation results show that a high dissatisfaction factor can reduce the waiting time to use the controllable loads however it increases the PAPR, the standard deviation and the electricity payment. The simulation results can provide end-users with a method to determine an appropriate dissatisfaction factor for the controllable loads based on their own preferences. A utility can also consults these simulation results for a better plan with different dissatisfaction factors.

The CL-LCM-RTP as a closed-loop control mechanism is evaluated in the scenario #5. In this scenario, we assume that the dissatisfaction factor $\lambda^{ap} = 0.1$ and the load control is not only based on the local information but also the feedback from the RA. The feedback is the electricity consumption of the other HAs collected by the RA. Load scheduling is conducted in a round process. The HAs schedule their controllable loads by
solving the CP problem in a random order and send the scheduled load profile to the RA. The RA updates the global load information and feedback to the next HA. The RA has increasingly precise global load information inside a round, i.e., the earlier HA has less precise global load information. However, all the HAs can reschedule their load in the next round. The experiments show that the schedule process can quickly converge at the second round. The PAPR, the standard deviation and the electricity payment is reduced by 39.2%, 72.7% and 19.6% respectively, which is the best scenario in terms of the quality of the observations. The trade-off is a certain level of communication and coordination.

Under the TOU, the LCM-TOU is formulated to a LP problem. The model minimizes the objective function to find a trade-off among three factors: 1) the minimum electricity payment; 2) comfort levels with waiting time; and 3) to avoid peak demand rebound, but still, without affecting the total usage. The DR implementation under TOU is evaluated in three scenarios. The scenario #6 is the reference scenario. The scenario #7 examines the LCM-TOU without \( w_{\text{rand}}^{\text{ap}} \). Since an earlier time in each period is strictly better than later, even with a small dissatisfaction factor (e.g., \( \lambda^{\text{ap}} = 0.01 \)), the controllable loads can be shifted to the lowest price period and hence generate a significantly higher new peak demand. This scenario also evaluates the impact of different values of \( \lambda^{\text{ap}} \). The standard deviation and electricity cost reaches the minimum at \( \lambda^{\text{ap}} = 0.2 \); however the observations are still not satisfied. Furthermore, it is very difficult to observe and control users’ dissatisfaction factor.

The scenario #8 evaluates the LCM-TOU with \( w_{\text{rand}}^{\text{ap}} \) and the TOU participation levels as well. The simulation results show a reduced PAPR (by 15.5%), the standard deviation (36.6%), and the electricity payments from the HAs (by 15.4%) at a 100% participation
level. However, the cost for the RA to buy the electricity energy is greater than the electricity payments collected from the HAs by $1.49. In the range from 50% to 80% of participation levels appear to be the “best cases” for the welfare of the society, in which the PAPR and standard deviation are approximately reduced by 14% and 39% respectively. In addition, the electricity payments from the HAs and the cost for the RA can be balanced in this range. To keep a budget-balanced market, the RA should propose some mechanism to pay back the earnings to the HAs. If the participation level is greater than 80%, the RA needs to raise the TOU. Furthermore, a participation level of 50% can be identified as the best case for the welfare of the society, in which the standard deviation and the cost for the RA is the lowest among all the cases under TOU.

This study proposes several optimal DR mechanisms in an agent-based framework for multiple heterogeneous homes to respond to dynamic pricing of RTP and TOU automatically. The proposed simulation model can be a test-bed to evaluate various DR enabling technologies and policies. The HA, with the optimal control algorithms, can also be implemented in a home EMS to minimize the electricity payment.

This study can be extended in the following aspects. 1) EV electricity flow can be bidirectional, i.e., charge/discharge a battery. Mathematically, the decision variables can have both positive and negative values. This would further improve the power system stability and the energy efficiency; 2) small power generation units, such as small turbines and solar panels, and electricity storage facilities, such as, batteries and compressed air energy storage, can be incorporated; 3) stochastic behaviours of the HAs need to be studied. For instance, the HAs change behaviours after a commitment; 4) the proposed MAS can be readily extended to incorporate DLC.
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